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ABSTRACT

KEYWORDS: LATEX; Thesis; Style files; Format.

A LATEX class along with a simple template thesis are provided here. These can be

used to easily write a thesis suitable for submission at IIT-Madras. The class provides

options to format PhD, MS, M.Tech. and B.Tech. thesis. It also allows one to write a

synopsis using the same class file. Also provided is a BIBTEX style file that formats all

bibliography entries as per the IITM format.

The formatting is as (as far as the author is aware) per the current institute guidelines.
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capacity of the propellant

l Length of the propellant grain, m
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m Mass influx rate from the propellant per unit volume at any axial

location, kg/m3s
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xxi



Symbols
_ Total dimensional variables
¯ Reference variables for non-dimensionalisation
˜ Dimensional variables

Chapter 3, Rijke tube

ρ Density of the fluid flow
u Velocity of the fluid flow
p Static pressure of the fluid flow
T Temperature of the fluid flow
la Length of the Rijke tube
lc Radius of the electrical heater wire
lw Effective length of the heater wire participating in heat trasnfer
Sc Cross section area of the Rijke tube
tac Time scale in the acoustic zone
tcc Time scale in the hydrodynamic zone
δ Length scale ratios (lc/la)
ε Time scale ratios (tac = tcc)
γ Ratio of specific heat capacities
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CHAPTER 1

Introduction

Thermoacoustic instability is a challenging problem in solid and liquid rockets, ram-

jets, aircraft and industrial gas turbines etc. (Mcmanus et al., 1993). A typical com-

bustion chamber, showing a premixed flame as the heat source is indicated in Fig. 1.1.

Thermoacoustic instability occurs when the acoustic oscillations in a duct (combustion

chamber) are amplified by the positive feed from the unsteady heat release rate from the

heat source (Fig. 1.2). The mechanism of instability is as follows.

In combustion chambers, disturbances are always present due to turbulence of the

incoming flow, change in the operating conditions etc. The velocity fluctuations gener-

ated due to the above phenomenon perturb the heat release rate from the heat source.

For example in a premixed flame, an upstream velocity fluctuations causes wrinkles on

the flame surface and causes fluctuations in flame surface area, which eventually leads

to heat release rate fluctuations (Schuller et al., 2003). In turn, the heat release rate fluc-

tuations cause the surrounding fluid to expand and contract. This motion near the heat

source is like a monopole source of sound and creates acoustic oscillations in the duct.

The acoustic velocity thus generated again perturbs the heat source and the feed back

loop is completed. If the driving from the acoustic - heat source coupling overcomes the

Figure 1.1: A typical combustion chamber, showing a premixed flame as the heat
source. The figure is adapted from http://www.zarm.uni-bremen.
de/

http://www.zarm.uni-bremen.de/
http://www.zarm.uni-bremen.de/


Figure 1.2: Schematic representation of the coupling between acoustic field and un-
steady heat release rate in the combustion chamber.

Figure 1.3: A typical experimental data obtained in the thermoacoustic instability of an
electrically heated horizontal Rijke tube. (a) Evolution of acoustic pressure
during instability. (b) ‘Zoomed in’ view of the oscillations during limit cy-
cle. The region represented by the rectangle in (a) is shown. (c) Spectral
content in the oscillations of the limit cycle. Two discrete tones of frequen-
cies 171 and 342 Hz are observed. Power supplied to the heater is 800 W ,
mass flow rate through the system is 2.19 g/s, the heater is located at a dis-
tance of 1/8th from the upstream end of the tube and the acoustic pressure
is measured at a location of 0.525 m from the upstream end.
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acoustic damping (viscous and end losses) in the duct, the amplitude of the oscillations

increases and eventually saturates to a limit cycle due to the nonlinearity present in the

system. The limit cycle thus obtained has well defined frequencies associated with it.

Fig. 1.3(a) represents the evolution of acoustic pressure measured experimentally

during thermoacoustic instability in an electrically heated horizontal Rijke tube. Ini-

tially, the amplitude of the oscillations are small and can be described by linear theory.

The oscillations grow exponentially and as the amplitude increases, the nonlinearity

saturates the amplitude of the oscillations to reach a limit cycle. The region represented

by the rectangle is zoomed up and is shown in Fig. 1.3(b). The wave form during

limit cycle shows well defined sinusoidal oscillation. Further, the spectral content of

the acoustic pressure oscillations during limit cycle indicates two well defined peaks as

shown in Fig. 1.3(c). The above peaks are associated with the first and second modes

of the system.

The above self sustained acoustic oscillations cause excessive turbine blade vibra-

tion in gas turbines and damage them eventually. Further, in industrial gas turbines,

stringent emission norms require the combustor to operate in lean equivalence ratios

where thermoacoustic instabilities are more prone to occur (Annaswamy et al., 1997).

The problems arising due to thermoacoustic instability are identified only in the later

stages of the development programme. The complex interaction between the chamber

acoustic field, the unsteady fluid flow and the combustion makes the problem challeng-

ing. Thus, identifying instabilities in the early phase of the design stage is a formidable

task. Thermoacoustic instability occurs, when the acoustic pressure oscillations in the

combustion chamber are amplified by the positive feedback of the unsteady heat release

rate from the heat source in the chamber. Hence, understanding the coupling between

the chamber acoustic field and the heat source is vital for the prediction and control of

these instabilities.
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1.1 Classical linear stability analysis

In the analysis of thermoacoustic instability, the system is initially modelled using math-

ematical equations. These are in general nonlinear partial differention equations (PDEs)

(Poinsot and Veynante, 2005). As the first step in the investigation of the stability of the

system, the governing equations are linearised around the steady state. Further, the lin-

earised equations are valid, when the amplitude of the perturbations are small. Even for

a system which is unstable, like the one shown in Fig. 1.3(a), the amplitude during the

initial growth phase of the disturbance is small. Hence the above initial evolution can

be described by linear theory. The obtained linearised equations, which are in general

PDEs, can be converted to ordinary differential equations (ODEs) in time by suitable

discretisation in space (Schmid and Henningson, 2001). The ODEs thus obtained can

be cast in the following form (Strogatz, 2000):

dχ

dt
= Lχ (1.1)

where, χ represents the column vector, where the elements are the state space variables

defining the system. For example, χ can contain the evolution of acoustic velocity (u)

and pressure (p) at various discretised locations of the system. L is a matrix, which

determines the linear evolution of the system.

In classical stability analysis, the eigenvalues of L determines the linear stability of

the system (Strogatz, 2000). The spectrum and the corresponding linear evolution of

the disturbance are shown in Fig. 1.4. If all the eigenvalues are in the left half of the

imaginary axis, as shown in Fig. 1.4(a), the system is stable. On the other hand, even

if one of the eigenvalue is to the right of the imaginary axis (Fig. 1.4c), the system is

unstable (Strogatz, 2000). A typical evolution of the acoustic pressure oscillation for a

linearly stable and unstable system are shown in Fig. 1.4(b & d) respectively.

The stability predicted by the above theory is valid only at asymptotic time limit

(t → ∞) and is often termed as ‘Lyapunov stability’ (Strogatz, 2000). No predictions

are made about the evolution of the system, in the initial period (just after the initial

perturbation). The non-normal nature of the system plays an important role in this

regime.
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Figure 1.4: a & c) Spectrum for a linearly stable and unstable system. b & d) Evolution
of acoustic pressure for the same system.

Figure 1.5: a) Evolution of an initial condition at various time instants t1 < t2 < t3 for
non-normal and normal systems. b) Evolution of energy in the disturbance
(||χ(t)||2) for the above initial conditions.
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1.2 Non-normality and transient growth

A system is said to be non-normal if the linear operator L governing the system evolu-

tion does not commute with its adjoint L†
(
LL† 6= L†L, † indicates adjoint operator

)

(Golub and Loan, 1989). For such systems, the eigenmodes (eigenvectors) are non-

orthogonal. The solution of (1.1) can be written in terms of eigenmodes as follows:

χ (t) =
N∑

n=1

Cne(αn+iβn)tVn (1.2)

where, ωn = αn + iβn is the nth eigenvalue, Vn is the corresponding eigenmode and

Cn are the constants, which are determined by the initial condition. The evolution of

the system is represented by the linear combination of the projection along the eigen-

modes. In order to visualise transient growth, a system with two degrees of freedom

is considered and is shown in Fig. 4.2. Then only two eigenmodes are present and

can be represented easily in a figure. Let φn = e(αn+iβn)Vn represent the projection

of the disturbance along the direction of eigenmodes. An initial condition (t = t1),

which is represented by an arrow is chosen such that, it has projections on both the

eigenmodes. For a linearly stable system, φn decays (as αn < 0) according to their

decay rate monotonically to zero. Two cases are considered: Non-normal and normal

system. Non-normal system is first analysed and is represented by φ1 & φ2 drawn non-

orthogonally. As time evolves, the amplitude of the disturbance grows for a short time,

which can be seen from the left hand side of Fig. 4.2(a). The disturbance amplitude

decays eventually to zero, as the individual φn also decays to zero, thus confirming

the predictions of linear stability. On the other hand, in a normal system (φ1 & φ2 are

orthogonal), the same initial condition decays monotonically.

The evolution of the amplitude of the disturbance (||χ(t)||2) are shown in Fig.

4.2(b). The amplitude of the disturbance is defined as the L2 norm of the state space vec-

tor χ. For non-normal system, (||χ(t)||2) increases transiently and eventually decays,

whereas the same decreases monotonically for a normal system. One more important

point to be noted is the following. If an initial condition has components along only one

eigenmode (along φn), then there is no transient growth as all φn decays monotonically.

Hence the amount of transient growth depends on the initial condition given to the sys-
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Figure 1.6: a) Evolution of the energy in the disturbance for various initial conditions.
The initial conditions are marked. b) Initial condition along only one eigen-
mode. c) Initial condition along more than one eigenmode. d) Distribution
of optimum initial condition along various eigenmodes.

tem. The same is illustrated in Fig. 1.6, where the analysis have been performed in a

non-normal system (Balasubramanian and Sujith, 2008b) with 20 degrees of freedom.

Figure 1.6(a) shows the evolution of energy in the disturbance for various initial con-

ditions. The evolutions are marked according to the subfigure labels in Fig. 1.6(b-d),

where the initial conditions are shown. When an initial condition, which has projection

along only one eigenmode (Fig. 1.6b) is given, the disturbance energy decays monoton-

ically. Disturbance energy in the present case is proportional to (||χ(t)||2). However,

when the initial condition, which has projections on more than one eigenmodes (Fig.

1.6c) is chosen, transient growth in the disturbance energy is observed. Moreover, the

optimum initial condition which gives the maximum transient growth can also be ob-

tained and is shown in Fig. 1.6(d). The detailed technique of obtaining the same is

given in Section 2.4. To summarise, for a linearised system, stable under the classical

linear stability (no nonlinearities included), all eigenmodes are decaying monotonically

in time. However, in the case of the non-normal system, the vectorial sum of the eigen-

modes which gives the state of the system at any time t can increase (for a suitable

initial condition) for a short time and eventually decays after a long time. The transient

growth occurring might be of several orders of magnitude and the system might reach a
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different dynamical behaviour, e.g. limit cycles, if the nonlinearities become significant

as the amplitude increases during this growth (Balasubramanian and Sujith, 2008a).

1.3 Non-Normality in thermoacoustic system

Recently, thermoacoustic systems are shown to be non-normal, which leads to the non-

orthogonality of the eigenmodes (Balasubramanian and Sujith, 2008b). Consider the

following acoustic momentum and energy equation for low Mach number flow in non-

dimensional form:
∂u

∂t
+

∂p

∂x
= 0 (1.3a)

∂p

∂t
+

∂u

∂x
= Q(x) (1.3b)

where, ‘u’ and ‘p’ represent the non-dimensional acoustic velocity and pressure in the

duct respectively, Q represents the non-dimensional unsteady heat release rate from

the heat source. In general, the above heat release rate can be written as Q(x) =

R(x)u(x, t) + S(x)p(x, t) (Balasubramanian and Sujith, 2008b). R(x) & S(x) rep-

resent the strength of the coupling between the acoustic variables and the heat source.

Equation (1.3) can be cast in the standard form (1.1) as follows:

∂

∂t


 u

p


 =


 0 − ∂

∂x

− ∂
∂x

+ R S




︸ ︷︷ ︸
L


 u

p


 (1.4)

When R = 0, the linear operator ‘L’ in the above equation is self-adjoint. As the

value of R increases due to the presence of heat source, L becomes non-normal. In

most of the combustion system, fluctuations in heat release rate from the heat source

by acoustic velocity fluctuations is prominent (Candel, 2002) and hence R(x) is non-

zero in most of the combustion chamber. Hence thermoacoustic interaction is always

non-normal. The transient growth occurs in the evolution of
∫

domain

(u2 + p2) dv and is

identified as non-dimensional acoustic energy of the system (Nagaraja et al., 2009).

A typical stability map for a thermoacoustic system is shown in Fig. 1.7 for the
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Figure 1.7: Region of bistability obtained for the bifurcation between non-dimensional
heater power (K) and time lag (τ) between the response of the heater to
acoustic velocity fluctuations. This figure is adapted from Subramanian
et al. (2010a)

variation of two parameters, namely non-dimensional heater power (K) and time lag

(τ) between the response of the heater to acoustic velocity fluctuations Subramanian

et al. (2010a). White region indicates the globally stable region i.e., the system is

stable for all amplitude perturbations. Globally unstable region, where the system is

unstable to any amplitude perturbations is marked in light grey colour. The transition

from globally stable to unstable behaviour happens via a bistable region (marked in

dark grey colour), where the system is stable for small amplitude perturbations, while

the same is unstable for large amplitude perturbations. Transient growth arising due to

the non-normal nature of the thermoacoustic interaction plays an important role in the

bistable regime (Balasubramanian and Sujith, 2008a,b).

1.4 Literature review

Thermoacoustic oscillations were first observed by Rijke (1859). They used a vertical

tube with a coiled electrical heating filament as the heat source. Self-sustained ther-

moacoustic oscillations were observed when the heater was positioned at some axial

location of the tube and beyond some threshold power level. For example, the acoustic

oscillations were observed only, when the heater is positioned at the lower half of the
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duct. The tube was name after him: Rijke tube. Rijke gave an explanation based on the

pressure pulse generated due to volumetric expansion of the fluid near the heater zone.

However, this argument did not explain the fact that instabilities were observed only

for some selected range of heater locations. The condition for the occurrence of ther-

moacoustic instability was given by Rayleigh (1878). Thermoacoustic oscillations are

amplified, when the acoustic pressure oscillations are in phase with the unsteady heater

release rate from the heat source. Carvalho et al. (1989) employed a linear model for the

unsteady heat release rate and then applied Rayleigh criteria (Rayleigh, 1878) to predict

the axial locations of the heater for which the thermoacoustic oscillations are unstable.

The predictions were in good qualitative agreement to the observation made in Rijke

(1859). In aero engines, thermoacoustic oscillations were first observed in solid rocket

motors (SRM).

1.4.1 Thermoacoustic instabilities in solid rocket motors

Thermoacoustic instabilities in SRMs are known to exist since 1930 (Culick, 2006).

Since then, many investigations were conducted to understand the mechanisms behind

them and to arrive at measures to control the same. Furthermore, combustion instability

alone is not the only source of instability in an SRM. Although other instabilities, such

as chuffing or L∗ instability (Sutton and Biblarz, 2001), acoustic instability due to vortex

shedding in segmented motors (Vuillot, 1995; Kourta, 1997; Anthoine et al., 2002) and

instability of shear waves at the propellant surface (Flandro and Majdalani, 1996) are

important, acoustic oscillations due to thermoacoustic instabilities play a dominant role.

In the SRM, the driving mechanism for combustion instability to happen is the response

of the unsteady burn rate of the propellant to chamber acoustics. This leads to unsteady

mass addition to the combustion chamber and ultimately causes an unsteady heat release

rate.

Initial attempts to analyse thermoacoustic instabilities theoretically were by Culick

(1963) and Friedly and Petersen (1966), where the linearised equations were investi-

gated. They obtained an explicit expression for the complex frequency (eigenvalue) of

the system. The real part of the frequency gave the growth or decay of the oscillations.
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When the real part is positive, the system becomes linearly unstable (Section 1.1) and

the amplitude of the oscillations grow exponentially, eventually reaching a limit cycle.

Culick (1976a) was the first to derive an analytical condition for the existence of sta-

ble and unique limit cycle behaviour using a two mode Galerkin approximation with

second order acoustics as the only nonlinear process. Nonlinearity in the combustion

response was also included in the analysis and the dynamical behaviour was analysed

(Levine and Baum, 1983; Flandro et al., 2007).

Another interesting dynamical behaviour observed experimentally was that SRMs

stable for small amplitude disturbances were seen to become unstable for larger ones

(Blomshield et al., 1997a). This was called ‘pulsed instability’ or ‘triggering’. Many

mechanisms were proposed for explaining triggering in the past. Second order gas dy-

namics alone were proved to be insufficient to cause triggering because of the absence

of ‘self coupling’ terms (Culick, 1994). Higher order gas dynamics (third order acous-

tics) also proved the same (Yang et al., 1990). Hence, a nonlinear combustion response

was thought of as an alternate candidate for triggering. Culick et al. (1995) used an

ad hoc nonlinear velocity coupling model for burn rate response to show triggering nu-

merically. Wicker et al. (1996) analysed various forms of nonlinear coupling between

unsteady burn rate and acoustic variables. By suitably adjusting the parameters and

the form of the coupling terms, triggering was demonstrated. Anathakrishnan et al.

(2005) further explained that velocity coupled models are the only possible candidates

for causing triggering in realistic operating regimes of SRMs.

The stability analysis described above concentrated on the behaviour of individual

eigenvalues and the associated eigenmodes. Hence, the analysis were termed as modal

stability analysis. During the early 90s (Schmid, 2007), a new stability analysis gained

popularity in the investigation for stability of fluid flow problems. In this case, the

stability of the system is defined based on the dynamics of the energy associated with the

perturbations. A mechanism for triggering instabilities (as introduced in the previous

paragraph) is described by the above stability analysis. This analysis is termed as non-

modal stability analysis, as it involves the dynamics associated with more than one

eigenvalue and the corresponding eigenmode.
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1.4.2 Non-modal stability theory

Non-modal stability theory was first applied in the analysis of stability of fluid flow

problems. Transient growth was first observed by Gustavsson (1991) from the numer-

ical simulations of a plane channel flow. The paper concentrated on the evolution of

a three dimensional disturbance. Orr-Sommerfeld equations (Orr, 1907) are used to

describe the evolution of wall normal components of velocity and vorticity. In Gustavs-

son (1991), non-zero initial conditions are prescribed only in the wall normal velocity

component and a transient growth in the kinetic energy is observed even for a damped

mode.

Butler and Farrell (1992) then performed non-modal stability analysis in the same

plane channel flow. The operator governing the linear evolution of the system was

shown to be non-normal. As described in Section 1.2, the amount of transient growth

in the energy of the perturbations depends on the initial condition. Optimum initial

condition for maximum transient growth was obtained using a variational approach.

They observed that three-dimensional perturbations are optimal in transiently increasing

the amplitude of the perturbations. Streamwise vortices are obtained as the optimal

perturbations, which further evolve to streamwise streaks. The ratio of the energy in

the streamwise streaks to the streamwise vortices were of the order 103 for a Reynolds

number of 1000. The higher transient growth thus obtained might trigger the system

to become nonlinearly unstable, eventually reach turbulence. Further, the formation of

three-dimensional structures during the onset of turbulence were observed much earlier

experimentally in boundary layer flows (Klebanoff et al., 1962).

A framework for the non-modal stability analysis was developed by Farrell and

Ioannou (1996a,b) to analyse autonomous and non-autonomous systems respectively.

They applied the theory to analyse the stability of atmospheric flows. The idea of ob-

taining the maximum transient growth and the associated optimum initial condition by

singular value decomposition was also introduced. Later numerical simulations in sev-

eral fluid mechanic problems like, evolution of a pair of oblique waves in a plane chan-

nel flow (Schmid and Henningson, 1992), stability analysis of a falling liquid curtain

(Schmid and Henningson, 2002), transient growth in a swept Hiemenz flow (Guegan
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et al., 2008), etc. were performed and the importance of non-normal nature of the

system is identified. Since the nonlinear terms in the Navier-Stokes equation for incom-

pressible flow conserve kinetic energy (Henningson et al., 1993), non-normality was

shown to be a necessary condition for the subcritical transition to turbulence (Henning-

son and Reddy, 1994).

There are a few experimental evidence of transient growth in fluid flow problems.

The earliest experimental results were reported by Mayer and Reshotko (1997), who

have observed transient growth of the disturbance amplitude in a pipe flow experiment.

The formation of streaky structures (regions of high and low velocity field), which ap-

pear due to non-normal nature of the system was observed in experiments in boundary

layer (Matsubara and Alfredsson, 2001). In the same experiment, stable laminar streaks

were generated experimentally and a transient growth in the amplitude of disturbance

was observed in the stream wise direction (Fransson et al., 2004). Further, a passive

control of transition to turbulence in boundary layer was performed by exploiting the

non-normal nature of the system (Fransson et al., 2006).

To summarize, in fluid flows, the interplay between non-normality and nonlinear-

ity is shown to be one of the routes for the sub-critical transition to turbulence (Geb-

hardt and Grossmann, 1994; Baggett et al., 1995; Barkley and Tuckerman, 1999; Crim-

inale and Drazin, 1999). Non-normality and transient growth are observed in many ar-

eas of research including magnetohydrodynamics (Krasnov et al., 2004), astrophysics

(Mukhopadhyay et al., 2006) and atmospheric flows (Farrell and Ioannou, 1996a). Mo-

tivated by the role of non-normality in the stability of fluid flow problems, similar phe-

nomenon were explored in thermoacoustic instability.

1.4.3 Non-normality of thermoacoustic systems

Recently, it was shown that thermoacoustic systems are non-normal (Balasubramanian

and Sujith, 2008b). They performed stability analysis on electrically heated horizontal

Rijke tube. The acoustic field in the duct was described by the acoustic momentum

and energy equations. The response of the heat source (electrical heater) to acoustic

velocity fluctuations is modeled using a quasi-steady correlation given by Heckl (1990).
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A transient growth of 4 − 5 times in acoustic energy was observed, even for a linearly

stable system.

A similar analysis was performed to analyse the stability of ducted diffusion flame

by Balasubramanian and Sujith (2008a). Burke-Schumann equations, along with the

infinite rate chemistry assumption is used to model the dynamics of the heat release

rate. Transient growth in the energy of the order of 105 is observed, which is much

higher than that obtained in the earlier analysis (Balasubramanian and Sujith, 2008b).

The consequences of non-normality in the subcritical transition regime were discussed

in both the papers.

The effects of internal flame dynamics on the non-normal nature of a ducted pre-

mixed flame interaction was analysed by Subramanian and Sujith (2011). The dynamics

of the premixed flame is modeled using ‘G’ equation, where the flame front is tracked

in a kinematic approach. Further, it was observed that the contribution from the degrees

of freedom associated with the internal flame dynamics is more compared to that of the

acoustic variables in the optimum initial condition.

Tulsyan et al. (2009) have analysed combustion instability involving vortex shed-

ding in the light of non-normal nature of thermoacoustic interaction. The effect of

dynamics of the vortex shedding on the acoustic field is modelled as a kicked oscil-

lator. Transient growth is observed from period to period defined by the kicks. The

above problem was considered as discrete time system and non-modal stability analysis

developed for the same (Schmid, 2007) is employed.

Wieczorek et al. (2010) have performed non-modal stability analysis for flame mod-

elled as one-dimensional, which is located in a tube fitted with a nozzle. Apart from

the acoustic oscillations, entropy fluctuations were present and are convected by the

non-zero base flow. Eigenmodes associated with acoustic and entropy fluctuations were

obtained and were shown to be non-orthogonal to each other. Further, transient growth

based on acoustic energy led to spurious values. It was concluded that energy associated

with the entropy fluctuations should be included in the definition of disturbance energy

of the system.

Linear system identification (SI) technique is developed to perform non-modal sta-
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bility analysis by Selimefendigil et al. (2011). They performed the investigation on a

Rijke tube system. The response of the electrical heater to acoustic velocity fluctua-

tions are determined numerically using computational fluid dynamic techniques. Then

a reduced order model from SI is obtained for the response of the heat source, which is

then coupled with the acoustic field. The SI technique described in the paper captures

the transient dynamics of the heater to acoustic velocity fluctuations, making it suitable

to analyse the no-normal nature of the thermoacoustic system.

Optimum initial conditions obtained in the earlier analysis were from the linearised

equations. Juniper (2011) used a technique of nonlinear adjoint optimisation, in order

obtain both the linear and nonlinear optimal initial conditions for maximum transient

growth in a Rijke tube system described in Balasubramanian and Sujith (2008b). Fur-

ther, the role of the above optimal initial conditions in the asymptotic stability of the

system is also investigated.

The role of non-normality in active control of thermoacoustic instability is inves-

tigated by Kulkarni et al. (2011). They showed that traditional controllers, which are

designed based on the eigenvalue analysis of the system will fail when the system is

non-normal. The above conclusion was made in the stability analysis of an electrically

heated Rijke tube described in Balasubramanian and Sujith (2008b). They observed

secondary peaks in the linearised system and the nonlinearity in the system sustains the

secondary peaks leading to nonlinear instability. A controller was designed so that the

amount of transient growth is minimum, ensuring a monotonic decay in the evolution

of the acoustic energy.

In the non-modal stability analysis of thermoacoustic systems described earlier, the

coupling between the acoustic field and the heat source was phenomenological. Fur-

thermore, there were two systems of equations involved in the problem; one for the

acoustic length scale and the other for the length scale of the heat source. In most of

the problems of thermoacoustics, the above two length scales are desperate (Poinsot

and Veynante, 2005). In a rigorous analysis, the above two systems of equations have

to be derived from the conservation equations of fluid flow by performing asymptotic

analysis. Moreover, the governing equations for this fluid flow become stiff and are

difficult to solve by computational fluid dynamics (CFD) technique, as the Mach num-
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ber of the steady flow and the thickness of the heat source (compared to the acoustic

wavelength) are small. Therefore asymptotic analysis is performed in the limit of small

Mach number and compact heat source to eliminate the above stiffness problem.

1.4.4 Mathematical modelling of thermoacoustic systems

Wu et al. (2003) have pioneered the application of asymptotic expansions to analyse

combustion instabilities. They analysed the amplification of sound waves, when a flame

propagates in a gravity field. Separate systems of equations for acoustic field and flame

zones were derived, by performing asymptotic analysis on the conservation equations.

They have performed linear stability analysis for the acoustic-flame coupling, followed

by a weakly nonlinear theory for Darrieus-Landau mode of instability of the flame and

the acoustic field. The paper explained the experimental observation of the transition

from curved to flat flame during instability.

Moeck et al. (2007) have also performed asymptotic analysis to investigate ther-

moacoustic instability in a Rijke tube with flame as the heat source. They obtained

with mathematical rigor, the correct systems of equations and the coupling between the

acoustic field and the heat source. The presence of an additional global-acceleration

term in the momentum equation of the hydrodynamic zone was also observed. Further,

they concluded that since one dimensional equations are used in the hydrodynamic zone

for their analysis, the above term vanishes leaving the conventional momentum equation

intact in the hydrodynamic zone. The unsteady heat release rate from the flame may be

due to the equivalence ratio fluctuations at the inlet of the hydrodynamic zone, which in

turn may be caused by the acoustic velocity at the location of the flame (Moeck et al.,

2007). Recently, Wu and Moin (2010) investigated the generation of acoustic waves

from premixed flame due to freestream enthalphy fluctuations, using asymptotic analy-

sis. A vigorous subharmonic parametric instability was observed at moderate levels of

enthalpy fluctuations.
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1.5 Existing understanding and outstanding issues

A summary of the literature review and some of the outstanding issues that haven been

identified is shown in Fig. 1.8. The existing investigations are ordered in a way ex-

plained as follows. The horizontal axis represents the mathematical rigor with which

the model for a particular thermoacoustic system is developed. The vertical axis rep-

resents the sophistication in the stability analysis for the above developed model. The

axis out of the plane of the paper represents the experimental investigations performed

in the same thermoacoustic system. The scales are qualitative only. Planes A and B

represent the numerical and experimental investigations respectively. In plane A, the

various levels indicates the following, I - classical stability analysis, II - basic non-

modal stability analysis and III - advanced stability analysis. Similarly, in plane B, I &

II represent the experiments associated with classical stability and non-modal stability

analysis respectively. The papers indicated in the figure are only representatives of the

kind of analysis or experimental investigations. Area shaded in grey represents the in-

vestigations performed in the present thesis, which is discussed in the following section.

Since the present thesis is focussed on the stability analysis in SRM and Rijke tube, only

references are made that are associated with the above thermoacoustic systems.

Numerical analysis (plane A) is considered first. In level I, Culick and his coworkers

pioneered and developed a framework to perform classical stability analysis in SRMs.

Their mathematical modelling is based on asymptotic expansion in terms of the steady

state Mach number. In this manner, the governing equations for the acoustic field is

obtained. However, the response of the propellant to acoustic fluctuations are modelled

using response functions. Further, those response functions are ad hoc and lack phys-

ical interpretations. On the other hand, Wu et al. (2003) pioneered the application of

asymptotic analysis to investigate the stability of flames to various inlet fluctuations.

Moeck et al. (2007) performed similar analysis in a Rijke tube with flame as the heat

source. The governing equations at low Mach numbers (∼ 10−3) of the steady state flow

and compact size of the heat source compared to the acoustic field become stiff (Ander-

son, 2001). Solving the same by CFD directly is difficult. Hence the other approach of

asymptotic analysis is preferred in multiscale problems (Ting et al., 2007). In perform-

ing asymptotic analysis, Moeck et al. (2007) observed an additional global-acceleration

17



Figure 1.8: Outstanding issues and the current objective of the present thesis. Repre-
sentative existing literature on the stability analysis of thermoacoustic sys-
tems are shown in a qualitative manner. The horizontal axis represents the
mathematical rigor with which the coupling between the acoustic field and
heat source is performed. The vertical axis represents the sophistications
in the stability analysis. The axis out of the paper represents the increasing
experimental investigations. Planes A and B represent the numerical and
experimental investigations respectively. In plane A, the various levels in-
dicates the following, I - classical stability analysis, II - basic non-modal
stability analysis and III - advanced stability analysis. Similarly, in plane
B, I & II represent the experiments associated with classical stability and
non-modal stability analysis respectively. Area shaded in grey represents
the investigations performed in the present thesis.
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term in the momentum equation governing the dynamics of the heat source. However,

they did not consider the above term, as perform one dimensional calculations for the

dynamics of the heat source. Hence it is important to include the effects of global-

acceleration term and understand the effect of the same in thermoacoustic system.

As one move on to the next level of stability analysis, Balasubramanian and Sujith

(2008a,b) showed that thermoacoustic interactions are non-normal and non-modal sta-

bility analysis have to be performed in order to gain a more complete understanding.

Similar analysis was performed by Wieczorek et al. (2010), which included entropy

fluctuations along with acoustic fluctuations. Further, system identification technique

that can be used to perform non-modal stability analysis was developed by Selime-

fendigil et al. (2011). In plane III, investigations using advanced non-modal analysis

is shown. Juniper (2011) applied the technique of adjoint optimisation to obtain the

optimum initial condition for maximum transient growth for both linear and nonlinear

systems. The contributions of the degrees of freedom associated with the flame dynam-

ics on the optimum initial condition is examined in Subramanian and Sujith (2011). By

including the dynamics of the heat source, the total number of degrees of freedom of

the system is increased. Hence, it is important to include the contribution from the state

variables associated with the dynamics of the heat source to the disturbance energy. By

performing the above, the relative strength of the contributions from the variables asso-

ciated with the acoustic field and the dynamics of the heat source have to be obtained.

A rational method to identify the same is to be developed.

From the experimental perspective (plane B), Blomshield et al. (1997a,b) performed

experiments in SRM. The experiments were focussed to obtain the linear and nonlin-

ear stability behaviour. The growth rates during nonlinear instability were also ob-

tained. The instrumentation in the experiments with SRMs were performed in harsh

environments and hence only a fewer quantities can be measured. In order to gain a

fundamental understanding of thermoacoustic instability, experiments in a simpler ther-

moacoustic device; Rijke tube is performed. Matveev (2003) performed a controlled

experiment in an electrically heated Rijke tube. He obtained the bifurcation diagram

and stability regimes for the system. The above two experiments were focussed from

the point of view of classical stability analysis and are designated in level I. As a nat-
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ural extension from Matveev (2003), experimental investigation in order to capture the

effects of non-normality and its consequence have to be performed.

1.6 Objective of the present thesis

The last section dealt with the existing understanding and some of the outstanding issues

in the modeling and analysis of stability in thermoacoustic systems. On the basis of the

above conclusions, the following objectives are identified and are described as follows.

1. The first objective deals with the investigation of non-normal nature of thermoa-

coustic interaction in a solid rocket motor. The reason for choosing the above con-

figuration is the following. Earlier analysis (Culick, 2006), assumed the orthog-

onality of the eigenmodes in the investigation of the same. The consequence of

relaxing the above assumption will indicate the effects and role of non-normality

in the stability of the system.

2. The experiments associated with investigation of non-normality and transient

growth are difficult to perform in a solid rocket motor. Moreover, the coupling

between the acoustic field and the heat source was performed in a phenomeno-

logical way (Poinsot and Veynante, 2005) and was not obtained from rigorous

mathematical derivations. To address the above two issues, analysis is performed

on a simpler thermoacoustic system: Rijke tube. A mathematical framework will

be developed to derive the coupling between the acoustic field and a heat source.

3. The modeling of the Rijke tube system will now include the dynamics of the heat

source. The issues described in Section 1.5 related to the non-modal stability

analysis will be discussed. Further, the effect of non-acoustic initial conditions

on the stability of the system will be explored.

4. In order to obtain a more complete view, experimental investigation of non-

normal nature of Rijke tube system will be performed. From the experimental

data, the thermoacoustic interaction will be shown to be non-normal. Further, a
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search will be performed to obtain an evidence of transient growth. Ultimately,

the role of transient growth on the asymptotic stability of the system will be ex-

plored.

1.7 Tools to be used

In order to achieve the objectives described in the previous section, the following tools

will be used. A brief description of the same is itemized as follows. The numbering of

the tools is same that in the previous section.

1. Basic tools on non-modal stability analysis will be used (Schmid, 2007). The

optimum initial condition for maximum transient growth will be obtained by sin-

gular value decomposition (SVD, Golub and Loan 1989).

2. The coupling between the acoustic field and the dynamics of the heat source will

be obtained by performing asymptotic analysis (Ting et al., 2007) on the govern-

ing equations of fluid flow. Separate systems of equations governing the dynamics

of the acoustic field and the heat source are obtained. The obtained equations are

later solved numerically.

3. The degrees of freedom encountered in the previous case will be large (∼ 104),

as the dynamics of the heat source will also be taken into account. Hence, an ad-

vanced tool, adjoint optimisation (Juniper, 2011) will be preferred to SVD to ob-

tain the optimum initial condition and the associated maximum transient growth.

4. In the experiments perform in Rijke tube, a simultaneous measurement acoustic

pressure along the length of the duct will be performed. Later, dynamic mode

decomposition (DMD, Schmid 2010) will be used to extract the eigenmodes of

the system. The non-orthogonality of the obtained eigenmodes in the presence

of the heater will be determined. Further, two microphone technique (Bellows,

2006) will be used to obtain the acoustic velocity data and ultimately the acoustic

energy of the system. An evidence of transient growth will be identified from the
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Figure 1.9: Schematic representation of the structure of the thesis.

evolution of the obtained acoustic energy

The details of the individual tools and their techniques of application will be dis-

cussed in the places, where it is be applied.

1.8 Structure of the thesis

The present investigation is focussed on four main objectives. Each objective is pre-

sented in individual chapters. A schematic representation of the structure of the thesis

is shown in Fig. 1.9. The first objective of the investigation of non-normal nature of

thermoacoustic interaction in a solid rocket motor is discussed in Chapter 2. In particu-

lar, the role of transient growth in the regard to the pulsed instability is focussed.

The third chapter deals with the formulation of the framework to obtain the coupling

between the dynamics of the acoustic field and the heat source. The effect of global

acceleration on stability of the thermoacoustic oscillations is focussed as the main issue.

The non-normal nature of the governing equations obtained in Chapter 3 are exam-

ined. The optimum initial condition for maximum transient growth and the effect of

non-acoustic initial conditions on the stability of the system are analysed in Chapter 4.
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Experimental investigations related to the identification of the non-normal nature of Ri-

jke tube system are performed in Chapter 5. The non-orthogonality of the eigenmodes

and its consequence of transient growth are captured in the experiments.

The last chapter deals with the conclusion and future outlook that could be used

in order to gain more understanding of the non-normal nature of the thermoacoustic

system.
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CHAPTER 2

Thermoacoustic instability in Solid Rocket Motor

2.1 Introduction

Solid rocket motors (SRMs) are often prone to combustion instability. The prediction

of combustion instability in the early stage of the design is a formidable task due to the

complex unsteady flow field existing in the combustion chamber. Combustion instabil-

ity occurs when the unsteady burn rate from the propellant (in SRMs) is amplified by

the positive feed back of the acoustic oscillations in the chamber. Combustion insta-

bility causes excessive pressure oscillations, which might resonate with the structural

modes of the rocket, leading to excessive vibration and damage of the payload. Fur-

thermore, during the occurrence of the combustion instability, the heat transfer to the

combustion chamber walls is increased, eventually melting them (Sutton and Biblarz,

2001). As described in the previous chapter, the driving mechanism for combustion

instability to happen in SRM is the response of the unsteady burn rate of the propellant

to chamber acoustics. This leads to unsteady mass addition to the combustion chamber

and ultimately causes an unsteady heat release rate.

Thermoacoustic instabilities in SRMs are attributed to the time lag between the un-

steady burn rate and the chamber acoustics. The phase delay for a particular frequency

can be identified in the time domain as a ‘time lag’. The physical origin of this time

lag can be attributed to various dynamical processes involved in the burn rate dynamics

of the propellant. Instability occurs if the time lag is in some suitable range such that

fluctuating energy is added to the system. The above idea gave rise to the ‘n− τ ’ model

(n is the interaction index that gives the coupling strength between the acoustic veloc-

ity and the unsteady combustion process and τ is the time lag) developed by Crocco

(1956) for liquid rocket engines. The model was simple; n and τ vary with frequency

in realistic situations. However, it gave a basic understanding of the physical origin of

instability.



Initial attempts to tackle the instabilities theoretically were by Culick (1963) and

Friedly and Petersen (1966), where the linearised equations were investigated. They

obtained an explicit expression for the complex frequency of the system. The real part

of the frequency gave the growth or decay of the oscillations. Because the unsteady heat

release rate was the main driving source for the acoustic oscillations, a relation between

the two was developed in order to characterize the system dynamics. This coupling be-

tween the unsteady burn rate in response to acoustic oscillation was captured by the fre-

quency dependent admittance function (Y = Mb [(m′/m̄) / (p′/γp̄)− (ρ′/ρ̄) / (p′/γp̄)])

described by Culick (1968), where Mb denotes the Mach number at the burning surface,

m is the mass addition rate, p is the pressure and ρ is the density. The prime (′) denotes

fluctuating quantities, while the over bar (̄ ) denotes mean quantities. The admittance

function calculated was used to determine the growth of the acoustic oscillations. An-

alytical expressions for the admittance function in the linear regime were derived by

Williams (1962) and Deluca et al. (1995). The governing equations are nonlinear par-

tial differential equations for the burn rate, which makes the problem difficult to solve

for composite propellants. Some semi-empirical theories were proposed to handle these

difficulties (Brewster and Son, 1995). The form of the admittance function was derived

and its exact parameters were found experimentally (Price, 1984). One of the success-

ful experimental techniques used to calculate the parameter values was the T-burner

technique (from the admittance function), which was demonstrated by Lin and Wang

(1995). Experimental and theoretical analysis were used in tandem to predict instabili-

ties.

A theoretical analysis starts with linearising the governing equations and analyzing

their stability. This leads to finding the eigenvalues (complex frequency) and eigen-

modes of the system. In a classical linear stability analysis, a system is said to be lin-

early stable if the oscillations decay to zero in the asymptotic time limit, reaching finally

the steady state (stable fixed point). The system is linearly unstable if the oscillations

grow exponentially. Both the definitions are for ‘small’ disturbances with respect to the

corresponding mean quantities. The stability of the system is determined by the real

part of the complex frequency as described earlier. A linearly unstable system grows

exponentially, and after some time the oscillation amplitudes are not small. The non-

linear effects start playing a major role in the time evolution of the system, causing the
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evolution to reach a limit cycle (oscillations with constant amplitude). This nonlinearity

is attributed to the nonlinear chamber acoustics and nonlinear combustion response of

the propellant (Culick, 2006).

Culick (1976a) was the first to derive an analytical condition for the existence of

stable and unique limit cycle behaviour using a two mode Galerkin approximation with

second order acoustics as the only nonlinear process. Nonlinearity in the combustion

response was also included in the analysis and the dynamical behaviour was analysed

(Levine and Baum, 1983; Flandro et al., 2007). Apart from these, the effect of partic-

ulate damping (Culick, 1976b), vorticity (Flandro, 1995a) and flow turning (Flandro,

1995b) on SRM stability was discussed. A Computational fluid dynamics (CFD) analy-

sis was performed by Shimada et al. (2007) using the admittance function for burn rate

– acoustic coupling and quasi-steady flame model in the gas phase. Growth rates at low

Mach numbers were predicted more accurately by a second order finite volume method

than the Galerkin technique usually used for such analysis (Culick, 2006).

Another interesting dynamical behaviour observed experimentally was that SRMs

stable for small amplitude disturbances were seen to become unstable for larger ones

(Culick, 2006). This was called ‘pulsed instability’ or ‘triggering’. Many mechanisms

were proposed for explaining triggering in the past. Second order gas dynamics alone

were proved to be insufficient to cause triggering because of the absence of ‘self cou-

pling’ terms (Culick, 1994). Higher order gas dynamics (third order acoustics) also

proved the same (Yang et al., 1990). Hence, a nonlinear combustion response was

thought of as an alternate candidate for triggering. Culick et al. (1995) used an ad

hoc nonlinear velocity coupling model for burn rate response to show triggering nu-

merically. (Wicker et al., 1996) analysed various forms of nonlinear coupling between

unsteady burn rate and acoustic variables. By suitably adjusting the parameters and

the form of the coupling terms, triggering was demonstrated. (Anathakrishnan et al.,

2005) further explained that velocity coupled models are the only possible candidates

for causing triggering in realistic operating regimes of SRMs.

In the above analyses, there are some common assumptions and procedures that

were adopted to solve the thermoacoustic instability problem in the SRM. They are

(i) the orthogonality of the eigenmodes, (ii) the use of admittance (response) functions
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or ad hoc models for burn rate-acoustic coupling and (iii) the use of classical linear

stability theory for all time ‘t’. Culick (1997) showed that the frequency shift due to

the non-orthogonality of the eigenmodes is second order in a mean flow Mach number.

However, the system dynamics change dramatically during the initial time because of

the non-orthogonality of the eigenmodes (Kedia et al., 2008). The use of admittance

(response) functions or ad hoc coupling models for burn rate – acoustic coupling does

not account for the initial transients in the burn rate. These can lead to erroneous predic-

tion of the system dynamics, both qualitatively and quantitatively. If the evolution of the

unsteady propellant burn rate is modelled using a differential equation in time, then the

degrees of freedom for the system are increased. This implies that the thermoacoustic

system variables include not only acoustic pressure and velocity but also other variables

related to the unsteady burn rate. Therefore, the initial condition on the problem is re-

stricted not only to acoustic variables but also to unsteady burn rate, which might show

an interesting behaviour. Indeed, it is found that the effects of non-orthogonality of

the eigenmodes play an important role in the initial conditions related to the unsteady

burn rate. The last assumption, i.e. the validity of the classical linear stability theory, is

applicable only in the asymptotic time limit (Strogatz, 2000). This assumption is valid

during the initial period, only if the eigenmodes are orthogonal to each other. There-

fore, a new generalized stability criterion (Farrell and Ioannou, 1996a) has to be used to

account for the short term dynamics. This chapter relaxes the above three assumptions

and offers a more complete analysis of the thermoacoustic instability in the SRM. A

homogeneous propellant is considered for the present analysis.

2.2 Role of non-normality

In the past, linear stability analyses of SRMs were performed using the classical linear

stability theory (Culick, 2006). Energy in the eigenmodes can be transferred from one

eigenmode to another, either due to nonlinear coupling (Culick, 1976a) or due to non-

orthogonality of the eigenmodes (Balasubramanian and Sujith, 2008b). In the former

case, the coupling comes from the nonlinear time evolution equation for the eigen-

modes. This is a ‘direct interaction’. This requires some threshold amplitude (system
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dependent) to be reached for it to have significant effects in the dynamical evolution of

the system. In the latter case, the energy transfer occurs even with small disturbances.

In this limit, the nonlinearity present in the system (will have a mild effect at small

amplitudes) transfers a small amount of energy from one eigenmode to another. If the

energy transfer leads to a distribution of energy among the modes in such a way that

transient growth happens, there is a net energy transfer from the base flow to the eigen-

modes. For a linearly stable case, the energy given in one eigenmode is fed to the base

flow and from it, the energy is fed back again to other eigenmodes. Thus energy transfer

happens through the base flow. It is an ‘indirect interaction’.

It is evident that the stability analysis of the SRM has to be modified including taking

the non-orthogonality of eigenmodes into consideration. The phenomenon of pulsed

instability observed in SRMs has been demonstrated theoretically only with ad hoc

burn rate-acoustic coupling models. This chapter concentrates on the four main issues.

The first issue is the inclusion of the non-orthogonality of eigenmodes, which plays an

important role in the short term dynamics of the system. The second is to use a physics

based model for the burn rate response of a homogeneous propellant to demonstrate

the various observed phenomena, especially pulsed instability. The model also captures

the transients (important for non-normal systems), which facilitates the prediction of

system dynamics during the initial time. Therefore, a differential equation for the time

evolution of the state vector is derived for the unsteady burn rate – acoustic coupling and

is solved simultaneously along with the equations for the acoustic field. The dynamical

system now considered comprises not only the acoustic variables with a source from the

unsteady propellant burn rate, but also an extended one, also comprising the unsteady

burn rate variables. The third issue is to include all the nonlinear processes involved,

so that the energy transfer and large amplitude oscillations (limit cycles) are accurately

predicted. The fourth issue is that experiments performed by Blomshield et al. (1997a)

indicate that the triggering pressure amplitude required for pulsed instability is very

small (see Fig. 13 and table 5 of Blomshield et al. (1997a)) compared to the steady

state and mean pressure during the limit cycle (triggering pressure amplitude is ≈ 4%

of the steady state pressure). Furthermore, the triggering pressure amplitude in their

study is much smaller than the limit cycle amplitude. This chapter investigates if pulsed

instability can be obtained from a small amplitude initial pulse (compared with the limit
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Figure 2.1: Schematic diagram of the combustion chamber geometry of the SRM con-
sidered.

cycle amplitude) as observed by Blomshield et al. (1997a).

2.3 Formulation

The SRM considered here has a prismatic cylindrical propellant grain of length l, port

circumference Sl and a constant port area Sc. A schematic of the geometry considered

with the coordinate system used is shown in Fig. 2.1. A cylindrical geometry is studied

so as to make the analysis simple.

2.3.1 Chamber acoustics

In the SRM, the amplitude of the limit cycle pressure oscillations is often about 20%

of the mean chamber pressure (Culick, 1976a; Flandro, 1996). In this range of pres-

sure oscillations, nonlinear acoustics plays an important role in the nonlinear dynamical

evolution of the system. This is in contrast to gas turbines, where the limit cycle pres-

sure oscillations are 3%-4% of the mean chamber pressure (Lee and Santavicca, 2005)

and the nonlinearity in combustion response alone can be assumed to play an impor-

tant role. Hence the present analysis includes a second order nonlinearity in acoustics

(Culick, 1976a,b; Yang et al., 1990) and a physics based nonlinear model for combus-

tion response (Krier et al., 1968). The acoustic oscillations are assumed to be isentropic,
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which is valid up to the inclusion of second order nonlinearities (Culick, 1997). Reddy

and Trefethen (1994) have shown that convection differential operator causes non-

normality in the system
(
(d/dx)† = −d/dx, † indicates adjoint operator

)
. There-

fore, the stronger the convection the higher is the level of non-normality. In SRM

combustion chambers, the mean flow Mach number is around 0.1, which creates strong

convective effects. Hence, the distribution of mean axial velocity plays a key role in

characterizing the non-normality of the system. The above picture can be looked as an

asymmetry in the flow field, which eventually leads to non-normality. A similar kind of

asymmetry is present in the earlier analysis with diffusion flame (Balasubramanian and

Sujith, 2008a) and Rijke tube (Balasubramanian and Sujith, 2008b) due to the presence

of a localized heat source. In contrast to these, SRM has distributed heat sources; how-

ever, the strong convection leaves the system non-normal. In general, non-normality

in a convection-diffusion problem occurs from the convection term that creates asym-

metry in the distribution of any flow variable because of the directionality of the base

flow, whereas diffusion is a gradual process which does not create any asymmetry (Bal-

asubramanian and Sujith, 2008a). In order to keep the analysis tractable, we assume

a constant mean chamber pressure p̄, density ρ̄ and temperature T̄ , which are valid

assumptions for SRM (Culick, 1997). The effects of ‘flow turning’ (stabilizing) and

‘pumping’ (destabilizing) cancel each other exactly for cylindrical propellant geome-

try (Flandro, 1995b); hence, they do not appear in this analysis. The one-dimensional

steady continuity equation is

∂(ρ̄ū)

∂x̃
= m̄ & m̄ = R̄ρp

Sl

Sc

(2.1)

where, m̄ is the mean mass influx rate from the propellant per unit volume at any axial

location, ū is the base flow velocity, R̄ is the mean propellant regression rate and ρp is

the propellant density. Integrating the equation with head end velocity as zero gives

ū =
m̄

ρ̄
x̃ (2.2)

The above equation gives the axial variation of mean velocity, which is used for further

calculations. At low Mach numbers M, the isentropic relation for fluctuations in density

can be used up to second order acoustics (Culick, 1976a). Hence, the continuity equa-
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tion is decoupled from momentum and energy equations. The unsteady momentum and

energy equations are given by

_
ρ

(
∂

_
u

∂t̃
+

_
u

∂
_
u

∂x̃

)
= −∂

_
p

∂t̃
− _

m
_
u (2.3a)

(
∂

_
p

∂t̃
+

_
u

∂
_
p

∂x̃
+ γ

_
p
∂

_
u

∂x̃

)
= (γ − 1)

_

Q (2.3b)

where _
m =

_

RρpSl

/
Sc,

_

Q =
_
m∆h, ∆h is the heat of reaction of the propellant at a

constant pressure per unit mass and γ is the ratio of specific heat capacities at con-

stant pressure and volume. The source term _
m

_
u in Eqn. (2.3) is due to the reduction

of the momentum of the fluid in the chamber due to the low velocity inflow of the

burning propellant. The source term
_

Q in Eqn. (2.3) is due to the energy released

by the propellant to the fluid in the chamber. Decomposing the flow variables as,
_
u = ū + ũ′, _

p = p̄ + p̃′, _
m = m̄ + m̃′,

_

Q = Q̄ + Q̃′ and
_

R = R̄ + R̃′, followed

by substituting the above in Eqn. (2.3), one obtains the governing equations for the

perturbations. The acoustic momentum and energy equations thus obtained are (with

nonlinear terms given within curly {})

ρ̄

[
∂ũ′

∂t̃
+ ū

∂ũ′

∂x̃
+ ũ′

dū

dx̃

]
+

{
ρ̄ũ′

∂ũ′

∂x̃
− ρ̃′

∂p̃′

∂x̃

}
= −∂p̃′

∂x̃
− [m̃′ū + m̄ũ′ + {m̃′ũ′}]

(2.4)
∂p̃′

∂t̃
+ ū

∂p̃′

∂x̃
+ γ

[
p̄
∂ũ′

∂x̃
+ p̃′

dū

dx̃

]
+

{
ũ′

∂p̃′

∂x̃
+ γp̃′

∂ũ′

∂x̃

}
= (γ − 1)Q̃′ (2.5)

where Q̃′ = m̃′∆h = R̃′ρp∆h (Sl/Sc), the tilde (̃ ) denotes dimensional quantities, ũ′ is

the acoustic velocity, p̃′ is the acoustic pressure, m̃′ is the fluctuations in mass influx rate

per unit volume, Q̃′ is the fluctuating heat release rate per unit volume by the propellant

combustion and R̃′ is the fluctuating burn rate.

Non-dimensionalising the above equations as follows: p = p̃′/p̄, u = ũ′/um, Ū =

ū/um, R = R̃′
/

R̄, x = x̃/l, M = um/a, where um = (m̄l) / (2ρ̄) is the average

base flow velocity, Ū = 2x is the non-dimensional base flow velocity, a is the sonic

speed and M is the average base flow Mach number. The non-dimensionalised acoustic
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momentum and energy equations are

∂u

∂t
+ M

[
Ū

∂u

∂x
+

dU

dx
u

]
+

1

γM

∂p

∂x
= km[RŪ + u] +

{
kmRu−Mu

∂u

∂x
+

p

γM

∂p

∂x

}

(2.6)
∂p

∂t
+ γM

[
∂u

∂x
+

dŪ

dx
p

]
+ MŪ

∂p

∂x
= keR−

{
Mu

∂p

∂x
+ γMp

∂u

∂x

}
(2.7)

where km = −(m̄uml) / (p̄γM), ke = ((γ − 1) lm̄∆h) / (p̄a).

2.3.2 Solution procedure

The Galerkin technique (Zinn and Lores, 1971; Padmanabhan, 1975) is used to solve

Eqns. (2.6) and (2.7). The dependent variable is expanded as a linear combination

of basis functions, which are chosen to satisfy the boundary conditions. The basis

functions are chosen for a duct, which is acoustically closed at both ends, in spite of

the non-zero admittance at the nozzle entry. The actual eigenmode shape is shown

to deviate from the above, which is of the order of average mean flow Mach number

(M ∼ 0.1) (Culick, 1976a). Although non trivial boundary conditions lead to the

non-normality of the system (Nicoud et al., 2007), our investigation mainly focuses on

the non-normal nature of the system, arising purely from the interaction of chamber

acoustics and unsteady burn rate. This can be regarded as the first step in analysing the

non-normal nature of the thermoacoustic interaction in the SRM. Hereafter, the term

‘mode’ specifies only the Galerkin mode unless specified. The spatial distribution of

the unsteady burn rate is expanded on the above basis. The coefficients Rc
m and Rs

m are

obtained from the unsteady burn rate equation discussed in Section 2.3.4. The variables

are expanded as follows:

u (x, t) =
N∑

m=1

Um (t) sin(ωmx), p (x, t) = γM

N∑
m=1

Pm (t) cos(ωmx)

R (x, t) =
N∑

m=1

[Rc
m (t) cos(ωmx) + Rs

m (t) sin(ωmx)] , ωm = mπ

(2.8)

where N is the number of Galerkin modes used in the above expansion, The above ex-

pressions are substituted in Eqns. (2.6) and (2.7). Then the evolution of the coefficients

(Um, Pm, Rc
m and Rs

m) is obtained by projecting the obtained equation onto the basis

32



function (Galerkin mode) used for expansion, utilizing the orthogonality of the basis

function. The following evolution equations are finally obtained:

•
Un +2

N∑
m=1

(
UmI1

n,m + PmI2
n,m + Rc

mI3
n,m + Rs

mI4
n,m

)
= 2

{
kmN1

n −MN2
n − γN3

n

}

(2.9)
•

Pn +
2

γM

(
N∑

m=1

[
UmI5

n,m + PmI6
n,m + Rc

mI7
n,m

]
)

=
2

γM

{
γM2N4

n − (γM)2N5
n

}

(2.10)

The coupling terms are given in Appendix A.

The set of 2N coupled first order ordinary differential equations is solved by using

fourth-order Runge-Kutta scheme (Riley et al., 2006). The integrals I1
n,m, I3

n,m and

I4
n,m are the major contributors for the non-normality of the system. The terms contain

the convective terms Ū = 2x, which is a linear function of x giving a non-vanishing

coupling integral. Thus the coupling among the Galerkin modes is formed and termed

as ‘apparent linear coupling’. These terms lead to the initial transient growth and its

relation to eigenmodes is discussed by Kedia et al. (2008). Note that the mean flow

velocity Ū = 2x creates asymmetry in the flow field as discussed in Section 2.3.1.

2.3.3 Damping

Nozzle damping and viscous dissipation are the sources of damping of acoustic oscil-

lations in SRMs. The former contributes much to the damping of acoustic waves. A

part of the incident wave at the choked nozzle is carried away by the mean flow (the

remaining is reflected at the choked throat). Thus, some part of the acoustic energy is

carried away from the system and hence leads to loss. The loss coefficient αNO evalu-

ated for short nozzles (nozzle length is small compared to acoustic wavelength) is given

by (Zinn, 1972)

αNO = −
[
MN

(
γ + 1

2

)(
1 +

γ + 1

2
M2

N

)]
, MN =

m̄l

ρ̄a
, (2.11)

where, MN is the Mach number at the nozzle entrance plane. Even though a closed-

closed boundary condition is assumed for the rocket combustion chamber, some part
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of the acoustic energy is carried away by the mean flow. The effect of which has to be

accounted for in the governing equations. It is a standard practice (Culick, 2006) to use

the natural duct modes as the basis for projecting the equations and at the same time

include the effect of nozzle as a damping term in the governing equation. An acoustic

boundary layer develops because of the viscous effect and no slip boundary condition

at the propellant surface. The effect is modelled as a volumetric sink term with the

damping coefficient ξm given by (Matveev, 2003).

ξm = −
(

C1
ωm

ω1

+ C2

√
ω1

ωm

)
(2.12)

where ωm is the frequency of the mth Galerkin mode, C1 and C2 are constants that deter-

mine ξm. For the rocket motor considered in table 2.1, l = 8 m (a medium sized motor)

and the frequency of oscillations encountered during the limit cycle oscillation is 66.25

Hz (Section 2.7.4), which is close to the fundamental mode of the rocket configuration.

Hence, the frequency of oscillation is not very small and viscous damping is expected to

play a role. The higher acoustic modes will have higher frequencies and are affected by

viscous damping and hence viscous damping has to be included. Moreover the viscous

damping coefficients chosen for the present simulations are small (C1, C2 ∼ O (10−2))

compared with the nozzle damping (αNO ∼ O (10−1)). The decay of mth Galerkin

pressure mode due to damping is given by

∂Pm

∂t
= (ξm + αNO) Pm (2.13)

The right hand side of Eqn. (2.13) is added to the right hand side of Eqn. (2.10) to

account for the losses. A similar analysis is performed by (Matveev, 2003). The final

acoustic momentum and energy equations are as follows:

•
Un +2

N∑
m=1

(
UmI1

n,m + PmI2
n,m + Rc

mI3
n,m + Rs

mI4
n,m

)
= 2

{
kmN1

n −MN2
n − γN3

n

}

(2.14)
•

Pn− (ξn + αNO) Pn +
2

γM

(
N∑

m=1

[
UmI5

n,m + PmI6
n,m + Rc

mI7
n,m

]
)

=
2

γM

{
γM2N4

n − (γM)2N5
n

}
(2.15)

34



2.3.4 Unsteady burn rate

The unsteady burning of the propellant in response to the acoustic oscillations is shown

to be the main driving source of acoustic instabilities in SRMs (Williams, 1962; Kuo

and Summerfield, 1984). Gusachenko and Zarko (2008) give an excellent review of

the unsteady solid propellant burn rate models. The burn rate fluctuates in response

to acoustic pressure and velocity (parallel to the propellant surface) oscillations in the

chamber (Culick, 1968). Much less is known about the velocity coupling models and

only ad hoc response functions are used for the SRM stability analysis (Levine and

Baum, 1983; Baum and Levine, 1986). The acoustic velocity leads to the convective

heat transfer at the propellant surface leading to unsteady burn rates. Sometimes flow

reversal takes place which further increases the nonlinearity of the response. In this

investigation, acoustic pressure - burn rate coupling alone is investigated, as the acoustic

velocity – burn rate coupling needs a more involved treatment. The models available to

study acoustic velocity – burn rate coupling are few and are insufficient to represent the

dynamics involved in sufficient detail.

On the other hand, a number of models exist for unsteady burn rate - acoustic pres-

sure coupling. When a propellant burns, there exist a condensed phase and a gas phase

above the propellant surface. The flame is present in the gas phase and most of the

heat release is from that phase. There are three basic time scales involved in the prob-

lem: (i) the reaction time scale of the flame, (ii) the flow time scale in the gas and

condensed phase, (iii) the conduction timescale in the solid phase. A homogeneous

propellant is analysed in the present case, which results in a premixed flame in the gas

phase (Williams, 1985). Premixed flame reaction time scales are very small compared

with the acoustic time scales of the chamber. Furthermore, assuming a quasi-steady gas

phase and a small condensed phase (solid and pyrolysed gaseous propellant) leads to

analyzing the dynamic response only in the solid phase (Williams, 1962; Krier et al.,

1968). Later, the restriction of small condensed phase was relaxed (Romanov, 1999).

Thermal inertia in the gas phase has been studied by Kumar and Lakshmisha (2000).

Culick (2000) incorporated the dynamics in the condensed and gas phases. Apart from

these, the burn rate response with phase transitions in the condensed phase (Cozzi et al.,

1999), propellant heterogeneity (Cohen and Strand, 1985) and some specific class of
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propellants (Ward et al., 1998) have been investigated. An asymptotic analysis has also

been used to obtain the burn rate response of the propellant (Margolis and Armstrong,

1986b,a). However, the above analysis is mathematically complex and analytical solu-

tions are very much limited.

The unsteady burn rate model used in this paper is from Krier et al. (1968). The

model used here is simple but it captures the essential physics of the problem. The time

lag between the acoustic pressure and burn rate is due to the finite speed of thermal

wave propagation in the solid phase and the time scale
(
τth = α

/
R̄2

)
associated is

comparable with the chamber acoustic time scale (τa = l/a). The ratio F = τa/τth for

the SRM parameters shown in table 2.1 equals 1.37. A differential equation in time

for non-dimensional temperature (T) inside the propellant grain is derived from the

energy equation. The propellant burn rate is then related to the surface temperature by

a power law (Krier et al., 1968). The dynamical boundary condition is written, relating

the acoustic pressure and heat transfer at the propellant surface. The derivation of the

equation is given in Krier et al. (1968) and the final nonlinear equation is as follows.

At each ‘x’ location,

∂T

∂τ
− (1 + R)

∂T

∂y
− ∂2T

∂y2
= 0, 0 ≤ y < ∞, 0 ≤ τ < ∞

R = T
mp

S − 1, TS(τ) = T (y = 0, τ), τ/t =
(
lR̄2

) /
(aα) = F





(2.16)

Boundary Condition (BC):

∂T

∂y

∣∣∣∣
y=0

= −(1 + p)2n((1 + p)n/mp −H)

1 + R
−H(1 + R) (2.17a)

T (y →∞, τ) = 0 (2.17b)

Initial condition (IC):

T (y, 0) = Tst(y) + T 0
p (y) (2.18)

where, y = ỹ
/ (

α
/
R̄

)
, τ = t(l/a)

/ (
α
/
R̄2

)
, H = QS

/ (
Sp

(
T̃S,0 − T̃∞

))
, T =(

T̃ − T̃∞
)/ (

T̃S,0 − T̃∞
)
,Tst = e−y, T̃∞ is the temperature of the propellant at y →

∞, T̃S,0 is the surface temperature of the propellant, Tst is the non-dimensional steady

state temperature, T 0
p is the non-dimensional temperature fluctuation at t = 0, n is the
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Figure 2.2: Geometry of the pressure coupled propellant response model.

burn rate index, mp is the pyrolysis coefficient, α is the thermal diffusivity of the pro-

pellant, QS is the overall heat release per unit mass at the propellant surface, Sp is the

specific heat capacity of the propellant, y is the non-dimensional distance from the pro-

pellant surface, H is the ratio of the heat release at the propellant surface to its thermal

capacity and F is the ratio of timescales of the chamber acoustics (τa) and transient heat

conduction in the propellant (τth).

The co-ordinate system is fixed to the propellant surface which regresses according

to the burn rate. The geometry is shown in Fig. 2.2. A Dirichlet type boundary con-

dition far from the propellant surface and a Neumann type at the surface Eqn. (2.17a),

which comes from the balance between the amount of heat transfer from the flame

in the gas phase to the propellant surface, are applied. The steady state temperature

profile (Tst = e−y) obtained as the solution of the corresponding steady state problem

∂T/∂y + ∂2T/∂y2 = 0, is exponentially decaying in y. The problem is formulated

in one dimension as the response function predicted is shown to be accurate by Baum

and Levine (1986) and Culick (2000). Note that (1+R) in Eqn. (2.16) appears as a

convection term, as the coordinate system is fixed to the propellant surface, which is

regressing with the burn rate at that time (see Fig. 2.2). As described in Section 2.3.1,

this term contributes to the non-normality in the burn rate response. The other term

in Eqn. (2.16), i.e. the diffusion term has no preferred direction associated with it(
(d2/dx2)

†
= d2/dx2

)
and hence does not contribute to the non-normality of the burn

rate response. The above advection diffusion equation is shown to produce high tran-

sient growth by Reddy and Trefethen (1994). The presence of a non-normal behaviour
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in both combustion and acoustics leads to high transient growth when coupled together.

Hence, the short-term dynamics obtained from both the unsteady burn rate and acous-

tic equations will be very different from those predicted by the classical linear stability

theory for asymptotic time. It is now important to understand the various physical pro-

cesses that contribute to the dynamics of the unsteady burn rate.

The mechanism of the burn rate - acoustic pressure coupling is as follows. The

reaction rate of a premixed flame is dependent on the pressure and, to a weaker extent,

on the temperature. During the compression part of the acoustic cycle, the flame speed

increases, and the flame comes closer to the solid thereby causing more heat transfer

to the solid. The pyrolysis of the propellant is assumed to obey the Arrhernius law,

which under practical values of activation energy leads to a power law dependence

on surface temperature (Krier et al., 1968). Higher heat transfer to the solid phase

increases the solid phase surface temperature and hence the burn rate. Thus the acoustic

forcing comes through the boundary condition stated in Eqn. (2.17a), which is a crucial

difference from the earlier analysis of Balasubramanian and Sujith (2008a), where the

forcing explicitly appears through the convective term in the equation.

From the physics of the problem, the temperature fluctuations are expected to be

high near the propellant surface and decrease towards the chamber casing (Dirichlet

boundary condition). Thus, it is necessary to cluster more grid points near the surface,

which will yield accurate results with fewer grid points and hence lesser computational

time (Anderson, 2001). The transformation η = e−ky is performed on Eqn. (2.16) and

k controls the amount of grid clustered near the propellant surface.

Equation (2.16) with boundary (Eqn. 2.17) and initial (Eqn. 2.18) conditions are

transformed into

∂T

∂τ
+ ((1 + R)kη − k2η)

∂T

∂η
− (kη)2∂2T

∂η2
= 0, 0 ≤ η ≤ 10 ≤ τ ≤ ∞

R = T
mp

S − 1, TS(τ) = T (η = 1, τ)

BC :
∂T

∂η

∣∣∣∣
η=1

=
1

k

(
(1 + p)2n((1 + p)n/mp −H)

(1 + R)
−H(1 + R)

)
,

T (η → 0, τ) = 0

IC : T (η, 0) = η1/k + Tp(η)





(2.19)
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Equation (2.19) is solved by a semi-implicit backward time central space (BTCS) scheme

similar to that used by Junye (2000). The burn rate R(x) at each axial location is ob-

tained for the corresponding pressure at that location. Now, in order to use the source

terms R(x) in Eqns. (2.14) and (2.15), R(x) is projected onto the Galerkin modes

andRc
m, Rs

m are obtained as:

Rc
m (t) = 2

∫ 1

0

R(x, t) cos(ωmx)dx, Rs
m (t) = 2

∫ 1

0

R(x, t) sin(ωmx)dx (2.20)

To track the evolution of the system, the nonlinear equations (2.14) and (2.15) are

integrated using the fourth order Runge–Kutta (RK4) method with Eqn. (2.19) updated

at each sub-step of RK4 using the semi-implicit BTCS scheme. General conclusions

about non-normality of the system can be made with the linearised equations. To quan-

tify the effect of non-normality, the equations are cast in a standard linearised form,

which can be analysed using an existing frame work (Schmid and Henningson, 2001).

2.4 Short term dynamics and transient growth

To analyse the non-normal system, a state space vector formulation is used. Farrell and

Ioannou (1996a) developed a generalized stability theory for non-normal linear opera-

tors, in the context of atmospheric sciences. In the state space vector representations, a

general ‘N’ dimensional linear dynamical system is given by

dχ (t)

dt
= Lχ (t) (2.21)

where L is an N dimensional square matrix. Balasubramanian and Sujith (2008a,b)

have shown that L is non-normal (LL† 6= L†L) for a thermoacoustic system. The

general solution is given by χ(t) = eLtχ(0), where χ(0) is the initial condition. An

amplification factor is defined as σ2 = 〈χ(t) | χ(t)〉/〈χ(0) | χ(0)〉 (〈• | •〉 denotes in-

ner product in the linear vector space, |χ(t)〉 = χ(t), 〈χ(t)| = χ†(t)
)

as a measure of

growth or decay of fluctuations in the system during its time evolution. Note that σ2

can be related to some physical quantity such as the disturbance energy of the system

(Schmid and Henningson, 2001; Nagaraja et al., 2009). Moreover, σ2 will depend on
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the choice of the initial condition. The maximum value of σ2 for all possible initial

conditions is given by G(t) = Max
χ(0)

(〈χ(t) | χ(t)〉/〈χ(0) | χ(0)〉) =
∥∥eLt

∥∥2 (Golub

and Loan, 1989). Here, ‖A‖ denotes the 2-norm of the matrix A. The optimum initial

condition (Vopt) to attain the maximum transient growth is obtained as follows. The

formal solution of Eqn. (2.21) is given by:

χ (t) = eLtχ (0) (2.22)

where, χ (0) is the initial condition of the state space variables. The matrix eLt is called

as the propagator matrix, which advances the system from χ (0) to χ (t). Now a singular

value decomposition (Golub and Loan, 1989) of eLt is performed as below

eLt = UDV † (2.23)

where U & V are the left and right singular vectors, D is the matrix, whose diagonal ele-

ments form the singular values. Further, U & V are orthogonal matrices
(
UU † = V V † = I

)
.

Multiplying Eqn. (2.23) throughout by V , the following equation is obtained

eLtV = UD (2.24)

The matrix above equation can be interpreted schematically as in Fig. 2.3. Now, com-

paring the left hand side of Eqn. (2.24) with the right hand side of Eqn. (2.22), one can

interpret V containing the initial condition χ (0). The rows of V , i.e., v1, v2, ... forms

the initial conditions. Since the matrix D is diagonal, the action of eLt on v1, v2, ... gives

the output u1, u2, ... amplified by the numerical value of d1, d2, .... As the singular val-

ues are arranged in the descending order, maximum amplification is obtained for v1 and

is termed as the optimum initial condition. u1 is the corresponding optimum output and

the associated amplification is given by d1. Further, the numerical value of d1 is the L2

norm of the matrix eLt as discussed above. Now, from the evolution of G(t), maximum

amplification over all possible initial conditions and time can be obtained. For a system

that is unstable according to classical linear stability theory, Gmax = max(G(t)) →∞.

For a system, that is stable according to the classical linear stability and is highly non-

normal, Gmax >> 1. This shows high initial transient growth. For a linearly stable
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Figure 2.3: Schematic representation of performing SVD.

normal system Gmax = 1.

2.5 Linear analysis

To analyse the generalized stability of the system as discussed in the previous section,

Eqns. (2.14), (2.15) and (2.19) are linearised to give the following:

•
Un +2

N∑
m=1

(
UmI1

n,m + PmI2
n,m + Rc

mI3
n,m + Rs

mI4
n,m

)
= 0 (2.25)

•
Pn− (ξn + αNO) Pn +

2

γM

(
N∑

m=1

[
UmI5

n,m + PmI6
n,m + Rc

mI7
n,m

]
)

= 0 (2.26)

∂Tp

∂τ
+ (k − k2η)

∂Tp

∂η
− (kη)2∂2Tp

∂η2
+ mpη

1/kTps = 0

R = mpTps, Tps(t) = Tp(η = 1, t), τ/t = lR̄2
/
aα = F

BC :
∂Tp

∂η

∣∣∣∣
η=1

=

(
ATps −Bp

k

)
, Tp(η → 0, τ) = 0





(2.27)

where A = (2H − 1) /mp, B =
(
2H − 1/mp − 2

)/
n, Tp is the fluctuating tem-

perature in the propellant given by Tp = T − Tst = T − η
1/k . Equation (2.27) has

to be applied at all axial locations. Because R is a linear function of Tps, Tp can be

decomposed as follows:

Tp (x, t) =
N∑

k=1

[T c
k (t) cos(ωkx) + T s

k (t) sin(ωkx)] , Rc
k = T c

k/mp, Rs
k = T s

k/mp

(2.28)
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The above expression, when substituted in Eqn. (2.27) and then projected onto the

Galerkin basis as described earlier, leads to the following equations:

∂T c
n

∂τ
+ (k − k2η)

∂T c
n

∂η
− (kη)2∂2T c

n

∂η2
+ mpη

1/kT c
sn = 0

T c
sn(t) = T c

n(η = 1, t)

BC :
∂T c

n

∂η

∣∣∣∣
η=1

=

(
AT c

sn −BγMPn

k

)
, T c

n(η → 0, τ) = 0





(2.29)

∂T s
n

∂τ
+ (k − k2η)

∂T s
n

∂η
− (kη)2∂2T s

n

∂η2
+ mpη

1/kT s
sn = 0

T s
sn(t) = T s

n(η = 1, t)

BC :
∂T s

n

∂η

∣∣∣∣
η=1

=

(
AT s

sn

k

)
, T s

n(η → 0, τ) = 0





(2.30)

An important observation in the linear regime is that the Galerkin pressure mode is

absent in the boundary condition for Eqn. (2.30). Hence, Rs
n is not affected (in the

linearised equations) by the acoustic fluctuations, and it evolves depending only on its

initial condition. However, it affects the acoustic momentum equation Eqn. (2.25)

through the Rs
mI4

n,m term. Equations (2.25), (2.26), (2.29) and (2.30) can be cast in the

form of (2.21). Equations (2.29) and (2.30) are discretised using a second-order central

difference at Mg equally spaced points in ′η′. The linearised equations are

dχ

dt
= Lχ (2.31)

χ =

(
Ω Ψc

1 Ψc
2 . . Ψc

N Ψs
1 Ψs

2 . . . Ψs
N

)

1×2NMg

Ω =
(

U1 P1 . . . UN PN

)T

1×2N
T represents matrix transpose

Ψc
n =

(
β1T

c
n(1) β2T

c
n(2) . . . . βMg−1T

c
n(Mg−1)

)T

1×(Mg−1)

Ψs
n =

(
β1 T s

n(1) β2T
s
n(2) . . . . βMg−1T

s
n(Mg−1)

)T

1×(Mg−1)

where the subscripts n(1), n(2), n(3)....n(Mg − 1) represents the fluctuating tempera-

ture at 1st, 2nd, 3rd .... (Mg − 1)th points from the propellant surface for the nth mode.

The homogeneous boundary condition (T s
n(η → 0, τ) = 0) at the last point, leave Ψc

n
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and Ψs
n with (Mg − 1) discrete points. The linear operator matrix is expanded in Ap-

pendix B. Now, as mentioned in Section 2.2, Eqn. (2.27) indicates the extra degree of

freedom for the system apart from acoustics and it appears as extra variables Ψc
n, Ψs

n in

Eqn. (2.31). This implies that not only does the system comprise acoustic variables, but

it is also an extended one with variables from the burn rate response. Hence, acoustic

energy (Rienstra and Hirschberg, 2008), which defines the growth or decay of acous-

tic oscillations is inadequate. A new generalized disturbance energy is defined which

accounts for the perturbations in burn rate variables (Ψc
n, Ψs

n). A formal derivation of

fluctuating thermal energy in the propellant is performed. The thermal energy obtained

is then added to the acoustic energy with appropriate weight factors (arrived at from

the consideration of entropy generation at the propellant surface) to get the ‘generalized

disturbance energy’. The factor βi in Eqn. (2.31) is present for the reason, that the 2

norm or L2 norm of χ(t) represents the disturbance energy. The following section deals

with the disturbance energy and its relation to 〈χ(t) | χ(t)〉.

2.6 Generalised disturbance energy

As mentioned in Section 2.4, σ2, which is a relative measure of the 2-norm of χ(t)(
‖χ(t)‖ = (〈χ(t) | χ(t)〉)1/2

)
, can be related to the energy in the disturbance calculated

from the state space variables in Eqn. (2.31). From our analysis, this energy has two

components. The first component is from the chamber acoustic field and the second is

from the unsteady thermal energy of the propellant. Energy in the acoustic field can be

characterized by the familiar acoustic energy (Rienstra and Hirschberg, 2008) given by

Ẽac(t) =
1

2

∫∫∫

chambervolume

[
(ρ̄ũ′(x, t))2 +

(
p̃′(x, t)

/
ρ̄a2

)2
]
dV (2.32)

Non-dimensionalising the above by ρ̄u2
mScl/2 and assuming 1-D variation, leads to the

following:

Eac(t) =
Ẽac(t)

1
2
ρ̄u2

mScl
=

∫ 1

0

[
(u(x, t))2 +

(
p(x, t)

γM

)2
]

=
1

2

N∑
n=1

(
U2

n + P 2
n

)
(2.33)
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Now a similar expression for the fluctuating energy stored in the solid phase of the

propellant has to be calculated to get the total disturbance energy. Equation (2.16) is

written in its linearised and dimensional form for the fluctuating temperature T̃ ′ as

ρpSp

(
∂T̃ ′

∂t̃
− R̄

∂T̃ ′

∂ỹ
− R̃′∂T̃st

∂ỹ

)
= λp

∂2T̃ ′

∂ỹ2
(2.34)

where λp is the thermal conductivity of the solid phase of the propellant. Multiplying

the above equation by T̃ ′
/

T̄ and rearranging, we obtain

ρpSp

2T̄

∂T̃ ′2

∂t̃
=

λp

T̄


 ∂

∂ỹ

(
T̃ ′∂T̃ ′

∂ỹ

)
−

(
∂T̃ ′

∂ỹ

)2

 +

ρpSpR̄

2T̄

∂T̃ ′2

∂ỹ
+

ρpSp

2T̄

∂T̃st

∂ỹ
R̃′T̃ ′

(2.35)

Integrating Eqn. (2.35) over the entire solid phase propellant volume and applying

Gauss divergence theorem, we get

ρpSp

2T̄

∂
∫∫∫

V1
T̃ ′2dV

∂t̃
=

1

T̄

(∫∫

Sl

λpT̃
′∂T̃ ′

∂ỹ
dS +

ρpSpR̄

2

(
T̃ ′2

∣∣∣
Su

− T̃ ′2
∣∣∣
Sl

))

+
ρpSp

2T̄

∫∫∫

V1

∂T̃st

∂ỹ
R̃′T̃ ′dV − λp

T̄

∫∫∫

V1

(
∂T̃ ′

∂ỹ

)2

dV

(2.36)

where V1 is the entire propellant volume, Sl is the entire propellant surface, Su is pro-

pellant upper surface and Sl is the propellant lower surface (casing). The left-hand side

of Eqn. (2.36) is a positive definite quantity, which is the fluctuating energy due to

temperature fluctuations in the propellant. The first term in the right-hand side is the

corresponding energy flux term. The second term is due to the contributions from the

unsteady burn rate and the last term is from the loss due to thermal conduction (the term

is always negative). Now the equation is the conservation equation for the fluctuating

energy Ẽp present in the solid propellant. The fluctuating energy Ẽp is

Ẽp =
ρpSp

2T̄

∫∫∫

V1

T̃ ′2dV =
ρpSp

2T̄

(
T̃S,0 − T̃∞

)2

lSl
α

R̄

∫ ∞

y=o

∫ 1

x=0

T 2
p dxdy (2.37)

Non-dimensionalising the above by ρ̄u2
mScl/2, substituting for Tp from Eqn. (2.28) and
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substituting η = e−ky, we obtain

Ep =
Ẽp

1
2
ρ̄u2

mScl
=

δ

2

∫ 1

η=o

N∑
n=1

((
T c

n√
η

)2

+

(
T s

n√
η

)2
)

dη (2.38)

where δ =

(
ρpSpαSl

(
T̃S,0 − T̃∞

)2
) / (

R̄ρ̄T̄ u2
mSck

)
. Discretising in the η domain

leaves Eqn. (2.38) as

Ep =
Ẽp

1
2
ρ̄u2

mScl
=

δ

2

N∑
n=1

Mg−1∑
i=1

((
T c

n√
ηi

)2

+

(
T s

n√
η

i

)2
)

∆η (2.39)

Now, the weightage to energies Ẽac and Ẽp in forming the total disturbance energy ẼT

is fixed by considering the energy from entropy fluctuations. Chu (1965) has derived an

expression for the disturbance energy
(
Ẽchu

)
and is given as follows:

Ẽchu(t) =
1

2

∫∫∫

chamber volume

[
(ρ̄ũ′(x, t))2 +

p̃′2(x, t)

ρ̄a2
+

(
(γ − 1) P̄

γ

)(
s̃′

<
)2

]
dV

(2.40)

where s̃′ is the entropy fluctuation and < is the characteristic gas constant of the gas

in the combustion chamber. Flame is the source of entropy fluctuations in the motor.

The entropy fluctuations are computed from propellant surface temperature and acoustic

fluctuations, as derived by Krier et al. (1968), as

s̃′

< =
γ

γ − 1
Θ

[(
2nH − 2n− n/mp

− 1
)

p + (2mp + 1− 2mpH) Tps

]
(2.41)

where Θ =
(
T̃S,0 − T̃∞

)/ (
T̃f

)
. Note that T̃f is the steady flame temperature. Now

the coefficient proportional of T 2
ps in the entropy part of Ẽchu after substituting Eqn.

(2.41) in Ẽchu is [Θ (2mp + 1− 2mpH)]2 (γP ) / (γ − 1). This gives the weight factor

Wf for Ẽp which has to be added to Ẽac. Hence, the total disturbance energy is

ẼT = Ẽac + Wf Ẽp, Wf =
2γP̄ T̄

(γ − 1) ρpSp

[
Θ (2mp + 1− 2mpH)

T̃S,0 − T̃∞

]2

(2.42)

Non-dimensionalising as before, we get the total non-dimensional generalized distur-

bance energy ET . This energy incorporates the contributions from the entropy fluctua-
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tions released by the flame as well as the temperature fluctuations inside the propellant.

ET =
ẼT

1
2
ρ̄u2

mScl
= Eac + WfEp (2.43)

Now, using Eqns. (2.33) and (2.39), we get

ET (t) =
ẼT

1
2
ρ̄u2

mScl
= Eac + WfEp =

1

2

N∑
n=1

[
(
U2

n + P 2
n

)
+

Mg−1∑
i=1

(
(βiT

c
n)2 + (βiT

s
n)2)

]

=
1

2
‖χ (t)‖2

(2.44)

where βi =
√

∆ηδWf/ηi. Thus, the 2-norm of χ (t) is related to the physical gener-

alized disturbance energy and σ2 gives the amplification of the same during the system

evolution. It should be noted that Chu’s energy is derived in the limit of zero mean flow

Mach number. However, in the present case the mean flow Mach number is not zero

(M ∼ 0.1). If one includes the energy contribution due to mean flow, the disturbance

energy (ET ) can not be represented by the L2 norm. The reason for choosing ET as

the L2 norm is as follows. In a dynamical system, L2 norm can be calculated eas-

ily using singular value decomposition (SVD). The optimum initial condition and the

maximum transient growth can then be obtained directly from the SVD. The choice of

norms other than the L2 norm brings the complication of defining new inner products.

The inner products thus defined can be mathematically inconsistent, and some special

techniques (such as adjoint optimisation) other than SVD should be used, which is be-

yond the scope of this paper. Hence in this analysis, Chu’s energy is used, so that ET

coincides with the L2 norm. The L2 norm can then be computed using SVD.

2.7 Result and discussion

Simulations are performed for a rocket motor, whose system parameters are given in

table 2.1.

The numerical simulations are performed with the simulation parameters N, Mg and
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Gas properties Propellant properties Combustion chamber dimensions

p̄=60 bar ∆h=7 MJ/kg l=8 m

T̄=2900 K α=1.6×10−6m2/s Sl=1.59 m

ρ̄=4.82 kg/m3 mp=6 Sc=0.2 m2

γ=1.35 n=0.4 Numerical parameters

<=287 J/kg k R̄=0.017 m/s N=5

H=0.76 ρp=1800 kg/m3 Mg=150

Θ= 0.19 Sp = 3542 J/KgK Time step ∆t = 0.005

Table 2.1: SRM parameter values and operating conditions.

time integration time step ∆t as shown in table 2.1. Increasing N, Mg and decreasing

∆t beyond the above values leads to a difference of less than 1 %. Hence, the above

values are chosen for all simulations shown below. The damping coefficients C1 and C2

are varied to get a different dynamical behaviour for the simulation.

2.7.1 Linearly stable and unstable system

The linearised equation (2.21) is analysed for the stability of the system to small ampli-

tude disturbances. Eigenvalues of the discretised linear operator L determine the linear

stability of the system in the asymptotic time limit. If all the eigenvalues lie in the left

half of the complex plane, the system is asymptotically stable to small disturbances.

This above predictions are given by ‘classical linear stability’. However, the short term

behaviour is different due to the non-normal nature of the linearised operator. Using

Farrell and Ioannou (1996a) terminology, a system with Gmax = 1 is called a ‘lin-

early stable’ (generalised linear stability) and the finite amplitude small disturbances

die down monotonically. The time evolution of unsteady oscillations is shown at one

fourth of the motor length (l/4) from the head end as a representative position. Acous-

tic pressure oscillation is shown in Fig. 2.4 for a system, stable according to classical

linear stability. The amplitude decays in the asymptotic time limit, eventually reaching

a stable fixed point. The phase space plot between p(x=1/4) and R(x=1/4) (Fig. 2.5)

shows a spiral trajectory, eventually collapsing to a single point (0, 0) corresponding to
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Figure 2.4: The evolution of acoustic pressure at x = 0.25 for a linearly stable system.
U1(0) = 3, P1(0) = 3, Pm6=1(0) = Um6=1(0) = 0, MTp (η, 0) = 0, C1 =
0.05, C2 = 0.001.

Figure 2.5: The phase portrait of the acoustic pressure and the unsteady burn rate at x
= 0.25. U1(0) = 3, P1(0) = 3, Pm6=1(0) = Um6=1(0) = 0, MTp (η, 0) =
0, C1 = 0.05, C2 = 0.001.
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the mean flow (arrows indicate the direction of the time evolution). This type of fixed

point is called ‘stable focus’. The actual dimensions of the phase space in the modal and

discretized form is 2N +2N(Mg-1)=2N(Mg), which corresponds to the total number of

state space variable in Eqn. (2.31). The plot in Fig. 2.5 is just the projection of 2N(Mg)

space onto a two dimensional space. Hence we observe apparent intersections of the

phase trajectories, which are actually evolving without intersection in a higher dimen-

sion space. On the other hand, if the real part of one of the eigenvalues is positive, the

system is linearly unstable. Fig. 2.6 shows the acoustic pressure evolution from a small

initial disturbance for a linearly unstable system. Initially, the oscillations grow ex-

ponentially as predicted by linear stability theory, reaching amplitudes where nonlinear

terms start dominating. The nonlinear terms in Eqns. (2.14) and (2.15) start dominating,

balancing the driving terms resulting in the formation of oscillations of constant ampli-

tude called limit cycle. The corresponding phase plot between p(x=1/4) and R(x=1/4)

after removing the transients leaves a closed curve (Fig. 2.7). This corresponds to limit

cycles, where the trajectories close itself as t →∞. The presence of apparent multiple

intersections in Fig. 2.7 shows the presence of more dominant frequencies, which is

a characteristic of limit cycle oscillations in SRMs. The existence of limit cycle was

explained by Culick (1976a) with second-order nonlinear acoustics. However, another

important phenomenon is the occurrence of ‘pulsed instabilities’ (Blomshield et al.,

1997a) in SRMs. This is a type of instability leading to unpredicted damage of the mo-

tors and was not explained to date with a physics-based acoustic – burn rate coupling

model. This issue is addressed in Section 2.7.4. Before examining the nonlinear regime

of oscillations, it is important to discuss some more interesting results pertaining to the

non-normal nature of the linear operator L in the following section.

2.7.2 Pseudospectra and transient growth

The linear operator Eqn. (2.31) in its discretised form (L matrix) is used for pseudospec-

tra computation. For normal operators, resonance (maximum amplification) happens at

the eigenvalues; at other points, the amplification is inversely proportional to the dis-

tance of the forcing frequency from the nearest eigenvalue. However, for non-normal

operators, resonant amplification of many orders occurs far from the eigenvalues and is
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Figure 2.6: The evolution of acoustic pressure at x = 0.25 for a linearly unstable sys-
tem. U1(0) = 0.3, P1(0) = 0.3, Pm6=1(0) = Um6=1(0) = 0, MTp (η, 0) =
0, C1 = 3× 10−4, C2 = 1× 10−4.

Figure 2.7: The phase portrait of the acoustic pressure and unsteady burn rate at x =
0.25. U1(0) = 0.3, P1(0) = 0.3, Pm6=1(0) = Um6=1(0) = 0, MTp (η, 0) =
0, C1 = 3× 10−4, C2 = 1× 10−4.
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Figure 2.8: a) Pseudospectra of the non-normal linear operator ‘L’. b) Zoomed in view
near the origin and the calculation of the lower bound for the maximum
transient growth. The contour value represents log10 ε. C1 = 0.03, C2 =
0.02, ‖L‖ = 1.88 × 104, εmax = 1 × 102.5, εmax/||L|| ¿ 1. <(z) and
=(z) indicates the real and imaginary part of z respectively.

called ‘pseudoresonance’ (Trefethen and Embree, 2005). The ε pseudospectra plot is

used to analyse non-normal operators and z is called an ε pseudoeigenvalue of the oper-

ator L, if it satisfies
∥∥(zI − L)−1

∥∥ ≥ ε−1 (Trefethen and Embree, 2005). The perturba-

tions ε given are very small compared with the size of the linear operator (ε << ‖L‖).
For normal operators, ε pseudospectrum consists of concentric circles, confirming the

inversely proportional relationship between the amplification and the distance between

the excitation frequency and the nearest eigenfrequency of the system. However, for

non-normal operators the contours are distorted.

Fig. 2.8(a) shows that the pseudospectra of the L matrix are highly distorted near

the imaginary axis. The system considered is stable according to the classical linear

stability theory. All the eigenvalues of the system lie on the left half of the complex

plane. The perturbation in the linear operator L is depicted in its pseudospectra. The

relation between transient growth and the geometry of the pseudospectra is described
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Figure 2.9: a) Comparison of the evolution of
∥∥eLt

∥∥ with differential equation for
unsteady burn rate and response function (YR) calculations, C1 = 0.03,
C2 = 0.02, χ (0) = Vopt. b) The magnitude of the response functions
(|YR|)of the propellant for various values of H.

by Trefethen and Embree (2005). The contours spill over to the right half of the com-

plex plane, which is an indication of transient growth in the system evolution. The

zoomed-in contour of Fig. 2.8(a) near the origin is shown in Fig. 2.8(b). For example,

a perturbation of ε = 101 (ε/ ‖L‖ = 5.33× 10−4) leads to the spilling of the pseu-

dospectra to the right by z = 72 units from the imaginary axis. From this, the transient

growth is estimated to be (z/ε)2 = 7.22 = 51.84 (Trefethen and Embree, 2005). This

is just one point in the ε contour. Maximizing this over all ε contours results in ‘Kreiss

constant (κ)’, which gives the lower bound for the maximum transient growth (Gmax).

For a normal system, ε contours move proportionally outwards with z and hence κ = 1

with no transient growth. Thus, qualitative information can be obtained from the con-

tours of the pseudospectra. As is shown in Section 2.6 the square of the 2-norm of the

state space vector equals the total disturbance energy in the system. Hence, the transient

growth obtained now directly gives the disturbance energy amplification. We also note

that a very small perturbation (0.1%) leads to an energy rise of 2 orders of magnitude.

All these are obtained from investigating the geometry of the pseudospectra.
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2.7.3 Effects of the internal degrees of freedom

The exact calculation of maximum transient growth is to evolve G(t) = ‖exp (Lt)‖2

and find its maximum as discussed in Section 2.4. Fig. 2.9(a) shows the evolution

of exp(Lt) and the maximum transient growth is found to be 128.92 = 1.66 × 104,

which is higher than the previous estimate based on the lower bound of Gmax from

pseudospectra. Also, the same figure shows that the use of response function for mod-

elling the acoustic - burn rate coupling gives rise to very small transient growth. The

response function is calculated as follows. The unsteady burn rate equation (2.19) is

solved for a forced pressure oscillation p = p0 sin (ωt) to get the unsteady burn rate

in the form R = R0 sin (ωt + φ). Here R0 is obtained from the Fourier transform

of the signal R at the frequency ω/2π. The associated phase (φ) is determined from

cos φ =
∫∞
0

p(t)R(t)dt
/(√∫∞

0
p2(t)dt

√∫∞
0

R2(t)dt
)

. The response function (YR)

is then calculated as YR = R/p = R0e
iφ

/
p

0
. The magnitude of YR for various exci-

tation frequencies is shown in Fig. 2.9(b). It is also observed that magnitude of YR is

maximum around 1, which corresponds to the timescale for unsteady conduction inside

the unburnt propellant.

Next for the extended system, the optimum initial condition (Vopt) for the maximum

transient growth is calculated. The state space vector χ (t) has N pairs of acoustic vari-

ables called ‘acoustic modes’. The remaining 2N(Mg-1) variables describe the unsteady

propellant burn rate response called ‘burn rate modes’. Neither the acoustic modes, nor

the burn rate modes are the eigenmodes of the system. They are only reference modes

(basis functions) satisfying the boundary condition and the variables are just projected

along these modes.

The relative amplitude of various modes in the ‘initial condition’ (Vopt) is shown

in Fig. 2.10 with the acoustic modes shown in the inset. The important observation is

that, for obtaining maximum transient growth, one should also excite in the ‘burn rate

modes’. Although, the appropriate response function (YR) is used instead of solving si-

multaneously the unsteady burn rate equations along with the acoustic equations, there

is a huge difference in the transient growth between the two curves in Fig. 2.9(a). By

using a response function, the dynamics involved in the unsteady burn rate are implicitly
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Figure 2.10: Relative amplitude of the optimum initial condition direction. Inset
shows the relative amplitude of the acoustic modes, C1 = 0.03, C2 =
0.02, χ (0) = Vopt, N = 5, Mg = 150.

not taken into account. Now, if the optimum initial condition for the maximum transient

growth is distributed more in the burn rate modes, then it is natural to expect a small

transient growth, if the dynamics in the burn rate modes are not taken into account. Fig.

2.10 shows indeed that the optimum initial condition is distributed among the burn rate

modes, and hence there is a large difference in transient growth of both curves in Fig.

2.9(a). Therefore, for a stable system, according to classical linear stability, a very small

local change in propellant burn rate (might be due to inhomogeneity in the propellant)

can give rise to an initial perturbation in the burn rate mode. Also, as the motor is fired

initially, the temperature distribution is uniform in the propellant. As the SRM operates,

and as the port configuration changes as time evolves, after some time, there might be

fluctuations in the temperature at the surface of the propellant. This serves as an initial

condition, where non-normality of the system plays a role and transient growth will

happen. This can cause transient growth and the amplitude increases, eventually reach-

ing a limit cycle (in the presence of nonlinearities). This important observation cannot

be made, if one uses the propellant response for modelling the burn rate, which neglects

the transient dynamics of the burn rate response. Higher modes in both acoustics and

burn rate do not contribute to the initial condition showing the modal independence of

the discretization with increasing number of modes. The role of transient growth is

shown to play an important role in pulsed instability, which is discussed below.
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2.7.4 Pulsed instability

In SRMs, experiments indicate that rockets which are stable to small-amplitude dis-

turbances become unstable for larger ones (Blomshield et al., 1997a). They then ex-

hibit limit cycle oscillations or the rocket motor may be damaged. This phenomenon is

known as ‘pulsed instability’ or ‘triggering’ (Culick, 2006). From a dynamical systems’

point of view, this kind of phenomenon is termed as ‘sub-critical transition’ to instabil-

ity. The system is linearly stable, but nonlinearly unstable. In the previous studies,

only ad hoc models for burn rate – acoustic velocity coupling were used to simulate the

experimental results (Wicker et al., 1996; Anathakrishnan et al., 2005; Flandro et al.,

2007). Wicker et al. (1996) tried different forms of nonlinear propellant response func-

tions YR to demonstrate triggering. Flandro et al. (2007) have given a comprehensive

compilation of his earlier work and new formulations to predict the nonlinear stability

of SRMs. However, his model also assumes an ad hoc propellant response function,

which is not derived from the physics of the problem. Moreover, the coefficients in

the forms of the ad hoc function are obtained from experiments (i.e. like matching

limit cycle waveforms) and there is no rigorous theoretical reasoning behind them. This

chapter solves both acoustic and propellant response equations simultaneously, without

any ad hoc assumptions on burn rate dependence on the acoustic field being made in

the formulation. The present numerical simulations show ‘pulsed instability’ in some

parameter range. Pulsed instability can possibly occur in two ways. The first is when

the initial disturbance amplitude is large enough for the nonlinear terms to be domi-

nant compared with the linear terms right from the start of the evolution. The linearised

equations (2.25), (2.26) and (2.27) are solved numerically and Fig. 2.11 shows decaying

acoustic pressure oscillations. This means that the system is linearly stable. Linearised

equations scale with initial conditions and the dynamical evolution will look similar for

all scaled amplitudes. Now, for the same parameters and initial condition, the nonlinear

terms are included and equations (2.14), (2.15) and (2.19) are solved. Fig. 2.12 shows

that the acoustic pressure initially decays, and after sometime it starts growing with

the amplitude eventually reaching a limit cycle. The initial high amplitude disturbance

leads to the modal energy transfer from one mode to another by ‘direct interaction’ as

explained in Section 2.2. The energy transfer sustains the oscillations by keeping the

55



Figure 2.11: Evolution of acoustic pressure at x = 0.25 from the linear simulation.
U2(0) = 3, P2(0) = 3, Pm6=2(0) = Um6=2(0) = 0, MTp (η = 1, 0) =
0.03, MTp (η 6= 1, 0) = 0, C1 = 0.02, C2 = 0.02.

Figure 2.12: Evolution of acoustic pressure at x = 0.25 from the nonlinear simulation.
U2(0) = 3, P2(0) = 3, Pm6=2(0) = Um6=2(0) = 0, MTp (η = 1, 0) =
0.03, MTp (η 6= 1, 0) = 0, C1 = 0.02, C2 = 0.02.
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Figure 2.13: The phase portrait of the acoustic pressure and unsteady burn rate at x
= 0.25 from the linear simulation. U2(0) = 3, P2(0) = 3, Pm6=2(0) =
Um6=2(0) = 0, MTp (η = 1, 0) = 0.03, MTp (η 6= 1, 0) = 0, C1 =
0.02, C2 = 0.02.

disturbance energy among the modes, while in the linearised case, the energy can only

get transferred to the base flow leading to the eventual decay of the acoustic oscillations.

The same picture is shown in the phase space plot in Fig. 2.13. The trajectory from the

linear evolution ends in a stable focus showing classical linear stability. On the other

hand, in Fig. 2.14, which is obtained from nonlinear simulation, the trajectory ends in

a limit cycle eventually. A plot of acoustic energy (Fig. 2.15) shows that the linear and

nonlinear simulations initially show a similar qualitative behaviour and after some time

they both diverge, leading to a qualitatively different dynamical behaviour.

The second route is by non-normal transient growth. Here even if one starts with a

finite small amplitude suitable initial condition, transient growth due to the non-normal

nature of the system makes the oscillation grow even for a system stable according to

linear stability theory. The transient growth leads to large amplitude oscillations, which

cause the nonlinear terms to play dominant roles and ‘direct interaction’ of eigenmodes

occur. Fig. 2.16(a) shows the comparison of acoustic energy evolution with linear and

nonlinear simulations. The transient growth in the linear simulation decays eventually,

while the nonlinear simulation leads to a limit cycle. The higher transient growth in the

linear simulation than that in the nonlinear one is due to the damping effect from the

nonlinear terms. Here, the initial condition is chosen to be the optimum initial condition

for the maximum transient growth (χ (0) = Vopt) to show the importance of this route
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Figure 2.14: The phase portrait of the acoustic pressure and unsteady burn rate at
x = 0.25 (near the limit cycle) from the nonlinear simulation U2(0) =
3, P2(0) = 3, Pm6=2(0) = 0, Um6=2(0) = 0, MTp (η = 1, 0) = 0.03,
MTp (η 6= 1, 0) = 0, C1 = 0.02, C2 = 0.02.

Figure 2.15: The evolution of acoustic energy
(
Eac (t) =

∑N
m=1 (U2

m + P 2
m)

)
from lin-

ear and nonlinear simulations. U2(0) = 3, P2(0) = 3, Pm6=2(0) =
Um6=2(0) = 0, MTp (η = 1, 0) = 0.03, MTp (η 6= 1, 0) = 0, C1 =
0.02, C2 = 0.02.
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Figure 2.16: a) The evolution of acoustic energy
(
Eac (t) =

∑N
m=1 (U2

m + P 2
m)

)
with

optimum initial condition χ (0) = Vopt, C1 = 0.03, C2 = 0.02. b)
Convergence study for the previous figure with N. Note that, ΦN =√∑I

i=1 ((φN (ti)− φN−1 (ti)) /φN (ti))
2 × 100 is the measure used for

studying the convergence of the simulations. Moreover, ΦN represents
any one of the variables P (x = 1/4), R(x = 1/4) & E. The summation
index ‘i’ represents the value of the variables at the ith time step in the nu-
merical simulation. The threshold of ΦN is chosen as 1% for convergence
of the solution, which corresponds to N=5 in the present case.

to triggering. Also note that the initial acoustic energy (Eac (t = 0) = 6.4× 10−4) is

very small compared with that in Fig. 2.15 (Eac (t = 0) = 8.43).

A convergence study is performed to evaluate the number of Galerkin modes used

for the above simulations. Fig. 2.16(b) shows the plot between percentage change

(ΦN) in the results of P (x = 1/4) , R (x = 1/4) and E for various values of ‘N’. It

is found that for a threshold of 1% change in the solution variables, N=5 is sufficient.

The non-dimensionalised dominant Fourier frequency of the acoustic pressure during

limit cycle corresponding to Fig. 2.16(a) is 0.48, which is very close to the fundamental

frequency for the corresponding to a pipe, closed at both the ends. The non-dimensional

frequency in Fig. 2.16(a) corresponds to 66.25 Hz for the SRM configuration given in

table 2.1.

Transient growth is quantified in a particular measure (Section 2.4). In this chapter,

generalized disturbance energy ET (t) (defined to include the contribution of energy in

the disturbance from the degrees of freedom associated with the unsteady burn rate, see
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Section 2.6) is used as a measure to quantify non-normality of the system. Transient

growth from the present simulation can be observed and compared with the experi-

ments, when ET (t) is measured. It is very difficult to devise an experiment to measure

ET (t) in an SRM. The existing experiments with SRM (Blomshield et al., 1997a,b;

Harris and Champlain, 1998) measured only the acoustic pressure at the head end of

the motor. Therefore, it is difficult to have one-to-one comparison of transient growth

of thermoacoustic oscillations in SRM from the available experimental acoustic pres-

sure data with the present simulation.

2.7.5 Bootstrapping

Bootstrapping is a phenomenon, where the dominant frequency of a system changes

during the dynamical evolution of the system. This phenomenon is observed in SRMs

(Yoon et al., 2001). Yoon et al. (2001) attributed this phenomenon to the nonlinear-

ity alone. This is due to the transfer of energy among the modes by either nonlinear

coupling or non-orthogonality of eigenmodes. The phenomenon of bootstrapping is

discussed in the context of turbulence (Gebhardt and Grossmann, 1994) and thermoa-

coustic system (Yoon et al., 2001; Balasubramanian and Sujith, 2008a,b). An ad hoc

acoustic velocity – combustion coupling model is used to simulate the observed be-

haviour in Rijke tube (Yoon et al., 2001; Balasubramanian and Sujith, 2008b), whereas

in Balasubramanian and Sujith (2008a), it comes by actually solving the unsteady equa-

tions for a ducted diffusion flame.

The initial condition (t=0) is chosen as given in Fig. 2.17. The system, which is

stable according to the classical linear stability theory, is excited in the second Galerkin

mode and the evolution of the other Galerkin modes is tracked. Fig. 2.17(a-e) shows

the evolution of the individual Galerkin pressure modes. Initially, the projection on the

second mode decays and transfers the energy to the first mode (Fig. 2.17a & b). After

some time, the first mode grows to sufficient extent, transferring the energy back to the

second mode causing it also to grow.

The time evolution of acoustic pressure at x = 0.25 plotted in Fig. 2.17(f ) shows

that the pressure amplitude decreases initially and then, after some time, it increases by
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Figure 2.17: The evolution of Galerkin pressure modes a) first mode, b) second mode,
c) third mode, d) fourth mode, e) fifth mode, f ) acoustic pressure at x =
0.25, U2 = 3.0, P2 = 3.0, Pm6=2(0) = Um6=2(0) = 0, MTp (η, 0) =
0, C1 = 0.02, C2 = 0.02.

Figure 2.18: The Fourier transform of acoustic pressure at x = 0.25 during different time
intervals, U2 = 3.0, P2 = 3.0, Pm6=2(0) = Um6=2(0) = 0, MTp (η, 0) =
0, C1 = 0.02, C2 = 0.02.
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the modal energy transfer. The plot of the fast Fourier transform (FFT) of the acoustic

pressure (Fig. 2.18) illustrates this phenomenon. For 0<t<15, the second and fourth

eigenmodes are the dominant ones, which decay as time evolves. In 15<t<45, the first

eigenmode grows because of the energy transfer from the second and fourth modes.

Then, the first eigenmode transfers energy back to the second and fourth eigenmodes

(45<t<62.5) causing them to grow again. In the end (62.5<t<120), there are higher

harmonics due to the energy transfer to higher eigenmodes. The dominant frequencies

present in the system in the limit cycle are close to the natural acoustic frequency of

a closed-closed duct. A crucial difference is that the past analyses have demonstrated

bootstrapping in acoustic velocity – combustion coupling systems (Yoon et al., 2001;

Balasubramanian and Sujith, 2008a,b), whereas the present analysis used the acoustic

pressure – combustion coupling model.

2.8 Interim summary

A thermoacoustic stability analysis of a solid rocket motor is performed with emphasis

on the following. First, the non-orthogonality of the eigenmodes is accounted for in-

corporating the mean flow (convection) effects in the acoustic equations. The classical

linear stability theory predicts stability, which is valid only in the asymptotic time limit.

For non-normal systems, the short term behaviour can be completely different from the

prediction by the classical linear stability theory for some initial conditions. The tran-

sient dynamics of the unsteady propellant burn rate are included instead of the ad hoc

response models used in the earlier analysis. The acoustic and burn rate equations are

solved simultaneously.

In the present case, burn rate equations are solved for a homogeneous propellant.

The inclusion of a differential equation in time for the unsteady burn rate leads to an in-

crease in the degrees of freedom of the system. Therefore, the growth or decay of oscil-

lations is quantified by a ‘generalized disturbance energy’, which includes the acoustic

energy and the unsteady energy in the propellant. The same energy is related to the 2-

norm of the state space vector that shows a transient growth because of the non-normal

nature of the system. The optimum initial condition for maximum transient growth in-
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dicates large contribution from the unsteady burn rate modes. The use of a burn rate

response function would have not captured this observation, because it neglects tran-

sients in burn rate modes. Using this model, exponential and pulsed instabilities are

simulated.

In the past, pulsed instability is simulated only by using ad hoc response functions,

which are not physics based. Moreover, in the present case, pulsed instabilities are

simulated with burn rate pressure coupling as against the burn rate velocity coupling

used in the earlier analysis. Pulsed instabilities can occur in two ways. First, is by

introducing a large pulse into the system where nonlinearities are important, leading to

a limit cycle. Second, is through a small initial condition in the appropriate direction

that causes transient growth. As the amplitude of the oscillation increases, nonlinear

terms can then contribute, leading to limit cycle. Finally, other observed phenomena

such as dominant frequency switching during the dynamical evolution of the system

and ‘bootstrapping’ are also demonstrated. In summary it is essential to include all the

dynamics in the propellant response and the non-orthogonality of eigenmodes to predict

instabilities more accurately in solid rocket motors. The system is no longer purely

acoustic, but an extended one that degrees of freedom in the combustion dynamics.

2.9 Outlook

There are three issues that need to be addressed in the above analysis. They are listed

as follows. The first and most important is performing experiments in SRM in order

verify the above conclusions regarding transient growth. A time resolved measurement

for the state space variables (χ) is difficult. Further, the coupling between the acoustic

field Eqn. (2.3) and the heat source (burn rate equation, 2.16) is performed phenomeno-

logically without mathematical rigor. This forms the second issue. The third is that the

generalised disturbance energy (ET ) derived in Section 2.6 is also phenomenological,

as the coupling is not obtained with mathematical rigor. The amount of transient growth

obtained depends on the weight factors associated with the acoustic and burn rate vari-

ables in the disturbance energy. In order to resolve the above mentioned issues, analysis

is performed in a simpler thermoacoustic system: Rijke tube. The next chapter deals
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with the description of a theoretical framework to analyse thermoacoustic interaction in

the Rijke tube system. The equations governing the acoustic field and the heat source

are obtained from the conservation equations of fluid flow with mathematical rigor.
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CHAPTER 3

Modeling the thermoacoustic interaction in a Rijke tube

3.1 Introduction

Rijke tube is a simple thermoacoustic device, but has much of the essential physics of

thermoacoustic interaction. Rijke tube is an acoustic resonator tube, with a heat source

(in the present case, an electrical heater). The heat source is positioned at some axial

location as shown by the configuration of a horizontal Rijke tube in Fig. 3.1.

Thermoacoustic instability of the Rijke tube has been studied for a long time. Rijke

tube oscillations were first observed by Rijke (1859). He used a vertical tube with

a coiled electrical heating filament as the heat source. Self-sustained thermoacoustic

oscillations were observed when the heater was positioned at some axial location of

the tube and beyond some threshold power level. Rijke gave an explanation based on

the pressure pulse generated due to volumetric expansion of the fluid near the heater

zone. However, this argument did not explain the fact that instabilities were observed

only for some selected range of heater locations. Carvalho et al. (1989) employed a

linear model for the unsteady heat release rate to calculate the stability of the modes.

They applied Rayleigh criteria (Rayleigh, 1878) and predicted the axial locations of

the heater for which the thermoacoustic oscillations are unstable. However, the above

model (Carvalho et al., 1989) for the heat source is valid only for small acoustic velocity

fluctuations. The stability thus predicted is the linear stability of the system.

For a linearly unstable system, the oscillations grow exponentially as predicted by

the linear stability theory for small amplitudes of oscillations and eventually reach a

limit cycle due to nonlinearities in the heat release rate response of the heater. Nonlin-

earities in the acoustic field do not contribute to the dynamical evolution of the system

as the Mach number (M ∼ 10−3) of the steady state flow is very low (Culick, 2006).

Linear stability theory was further applied to analyse thermoacoustic instability in con-

figurations with multiple heat sources and complex geometries (Bittanti et al., 2002).



Figure 3.1: Configuration of the Rijke tube showing the acoustic and hydrodynamic
zones

Recently, Heckl and Howe (2007) used Green’s function technique to determine the

occurrence of thermoacoustic oscillations in a ducted premixed flame.

Estimation of the amplitude of acoustic oscillations during limit cycle is important

from the design point of view for gas turbines (Zinn and Lieuwen, 2006). In order to

achieve this, the nonlinearity in the heat release rate response of the heater has to be

accounted for in the model. The nonlinear response of the heater can be determined

by solving the governing equations for the fluid flow over the electrical heater, using

computational fluid dynamics (CFD) technique. On the other hand for low dimensional

modeling, the nonlinear response of the heat source can be obtained from a correla-

tion of the heat transfer between the heater and the local flow velocity (Heckl, 1990).

The response of the heat source thus obtained can be considered as a source of acous-

tic energy, thus coupling the chamber acoustic field with the heat source (Poinsot and

Veynante, 2005).

A CFD based analysis was also used to study Rijke tube oscillations. The earliest

one was performed by Kwon and Lee (1985). They determined the stability curve

for various mean flow rates. Hantschk and Vortmeyer (1999) numerically investigated

thermoacoustic oscillations by considering the heat source to be a heated flat plate. They

obtained the amplitude and frequency of the thermoacoustic oscillations during limit

cycle. Kopitz and Polifke (2008) used Nyquist criterion along with CFD to determine

the stability of the system. Nyquist criterion has the advantage of being applicable to
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complex geometries and non-compact heat sources. Recently, Moeck et al. (2009) have

numerically investigated thermoacoustic instabilities with the heating source being a

flat flame and compared the numerical results with those of experiments.

This extensive analytical and numerical analysis for thermoacoustic instability of a

Rijke tube are supplemented by experiments. Matveev and Culick (2003b) and Song

et al. (2006) performed experiments in a horizontal Rijke tube with a mesh-type electri-

cal heating element. The acoustic pressure oscillations were monitored and limit cycle

amplitudes were obtained. For low values of the heater power, the system was stable.

As the heater power was increased, the system became linearly unstable and eventually

reached a limit cycle.

All the investigations in the analysis of thermoacoustic instability in a Rijke tube

described above except Moeck et al. (2009) have used either a response function or

solved the Navier-Stokes and energy equations for fluid flow by CFD to obtain the

dynamics of the heat source. They assumed a compact heat source (the size of the heat

source along the length of the tube is small compared to the acoustic wavelength) and

coupled the unsteady heat release rate to the acoustic energy equation as a source. In

the above method, the coupling between the chamber acoustic field and the unsteady

heat release rate was not obtained with mathematical rigor. Furthermore, there were

two systems of equations involved in the problem; one for the acoustic length scale and

the other for the length scale of the heat source. They were written and used without

mathematical justification. In a rigorous analysis, the above two systems of equations

have to be derived from the conservation equations of fluid flow by performing the

asymptotic analysis.

Wu et al. (2003) have pioneered the application of asymptotic expansions to analyse

combustion instabilities. They analysed the amplification of sound waves, when a flame

propagates in a gravity field. Separate systems of equations for acoustic field and flame

zones were derived, by performing the asymptotic analysis on the conservation equa-

tions. They have performed linear stability analysis for the acoustic-flame coupling,

followed by a weakly nonlinear theory for the Darrieus-Landau mode of instability of

the flame and the acoustic field. The paper explained the experimental observation of

the transition from curved to flat flame during instability. Moeck et al. (2007) have
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also performed the asymptotic analysis to investigate thermoacoustic instability in a

Rijke tube with flame as the heat source. They obtained with mathematical rigor the

correct systems of equations and the coupling between the acoustic field and the heat

source. The presence of an additional global-acceleration term in the momentum equa-

tion of the hydrodynamic zone was also observed. Furthermore, they concluded that

since one dimensional (1D) equations are used in the hydrodynamic zone for their anal-

ysis, the above term vanishes, leaving the conventional momentum equation intact in

the hydrodynamic zone. The unsteady heat release rate from the flame may be due

to the equivalence ratio fluctuations at the inlet of the hydrodynamic zone, which in

turn may be caused by the acoustic velocity at the location of the flame (Moeck et al.,

2007). Recently, Wu and Moin (2010) investigated the generation of acoustic waves

from premixed flame due to freestream enthalpy fluctuations, using asymptotic analy-

sis. A vigorous subharmonic parametric instability was observed at moderate levels of

enthalpy fluctuations.

In the present paper, an investigation of the thermoacoustic instability in an elec-

trically heated Rijke tube is performed starting from the governing equations of fluid

flow. An asymptotic analysis (Zeytounian, 2002; Ting et al., 2007) is then performed in

the limit of a compact heat source and zero Mach number of the steady flow to obtain

two systems of equations: one governing the acoustic field and the other governing the

unsteady flow and heat transfer near the heat source. The separation of equations for

the acoustic field and heater (hydrodynamic zone, see Fig. 3.1) occurs. The coupling

between the above two systems of equations is obtained. Also, the additional global-

acceleration term, as obtained by Moeck et al. (2007, 2009), appears in the momentum

equation for the hydrodynamic zone. It is also found in the present investigation that

the presence of global-acceleration term has serious consequences for the bifurcation

diagram. The nonlinear evolution equations obtained from the asymptotic analysis in

both acoustic and hydrodynamic zones are solved simultaneously. The limit cycle am-

plitudes are obtained, which are required to estimate the tolerance limit of the realistic

combustors (Zinn and Lieuwen, 2006) during instability.
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3.2 Governing equations

The Rijke tube configuration considered here has a length a with the heater positioned

at an axial location x̃f (Fig. 3.1). A mean flow is maintained in the tube at a desired

flow rate using a blower. The electrical resistance heater, which acts as a heat source is

made up of a thin wire of radius lc strung around the heater frame. The effective length

of the wire filament, which participates in the heat transfer to the fluid flow, is lw. The

typical length of the duct (la) is around 1m and the dimension of the heater along the

axial direction of the tube (thickness, lc) is around 1mm. The thickness of the heater is

very small compared to the length scale of the acoustic field. Hence, the heater can be

assumed to be compact compared to the acoustic field in the tube. The zone around the

heat source is termed as the hydrodynamic zone. Acoustic and hydrodynamic zones are

schematically shown in Fig. 3.1.

The length of the hydrodynamic zone in the axial direction is of the order of the

thickness of the heater. Hence the hydrodynamic zone can also be assumed to be com-

pact compared to the acoustic field. The heater heats the flow and creates a temperature

rise across the heater. Since the heater is compact, piecewise constant steady flow prop-

erties can be assumed on either side of the heater (Kaufmann et al., 2002). The Mach

number of the flow is O(10−3), which leads to a negligible steady state pressure loss.

Hence the steady state pressure is assumed to be constant along the duct. All upstream

steady state variables are known and specifying any one downstream steady state vari-

able, such as density (obtained by solving the steady state version of the equations

governing the hydrodynamic zone, which are described in Section 3.4.2), is enough to

compute the other steady state variables from the following ideal gas and steady state

continuity equations:

ρ̃d
0 =

ρ̃u
0 T̃

u
0

T̃ d
0

, ũd
0 =

ρ̃u
0 ũ

u
0

ρ̃d
0

(3.1)

where superscripts ‘u’ and ‘d’ represent upstream and downstream variables, subscript

‘0’ represents steady variables and ‘∼’ indicates dimensional variables. The governing

equations are
∂ρ̃

∂t̃
+ ∇̃ • (ρ̃ũ) = 0 (3.2a)
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ρ̃

(
∂

∂t̃
+ ũ • ∇̃

)
ũ +∇p̃ = µ

(
∇̃2 +

1

3
∇̃

(
∇̃•

))
ũ (3.2b)

1

γ

(
∂

∂t̃
+ ũ • ∇̃

)
p̃ + p̃∇ • ũ =

(γ − 1)

γ
k∇̃2T̃ (3.2c)

Non-dimensionalising the above equations using the following scales ρ = ρ̃/ρ̄, p =

p̃/p̄, u = ũ/ū, T = T̃
/

T̄ , x = x̃/la, ta = t̃
/
(la/c0), where p̄ = p̃u

0 = p̃d
0, ρ̄ =

ρ̃u
0 , T̄ = p̄/(<ρ̄), ū = ũu

0 , c0 =
√

γ<T̄ , < is the specific gas constant and c0 is the

local speed of sound, which leads to

∂ρ

∂ta
+ M∇a • (ρu) = 0 (3.3a)

ρ

(
∂

∂ta
+ Mu • ∇a

)
u +

1

γM
∇ap =

M

Rea

(
∇2

a +
1

3
∇a (∇a•)

)
u (3.3b)

1

γ

(
∂

∂ta
+ Mu • ∇a

)
p + Mp∇a • u =

M

Pea

∇2
aT (3.3c)

where Rea = ρ̄ūla/µ, Pea = ρ̄ūlaCp/k, M = ū/c0 and subscript ‘a’ indicates that

non-dimensionalisation is performed with the acoustic length scale a.

An analysis of thermoacoustic instability in a Rijke tube involves the study of a

coupled system which consists of the acoustic field in the tube and the unsteady heat

transfer from the heat source (hydrodynamic zone). Therefore, it is important to track

variations on the length scale of the tube (acoustic scale, la ∼ 1m) and the length

scale of the radius of the heater wire filament (lc ∼ 1mm) in the hydrodynamic zone.

Furthermore, the acoustic time scale tac = la/c0 and the wire heat transfer time scale

tcc = lc/ū are of the same order for typical values mentioned above. This leads to an

effective coupling of the dynamics of the acoustic field and the unsteady heat release

rate.

The length and time scale ratios are defined as δ = lc/la, ε = tac/tcc = M/δ ∼
1. The system has two length scales separated by a large factor (1/δ →∞) and a

single time scale. Since the flow is at very low Mach number (M → 0), the system of

equations (Eqn. 4.3) becomes ill-conditioned (Anderson, 2001). Moreover, a smaller

grid size near the heater will restrict the maximum timestep that can be allowed for

the numerical scheme. All these make Eqn. (4.3) stiff. As a consequence, solving the
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problem using the CFD technique is a difficult task. An alternative technique available

to solve such a two length-scale problem is asymptotic analysis (Zeytounian, 2002; Ting

et al., 2007), which is used in the present paper and is discussed in the next section.

3.3 Asymptotic analysis

In the present investigation, asymptotic analysis is performed in the limit: M → 0, ε ∼
1, δ → 0. The flow variables are expanded in powers of Mach number (M ). The

following ansatz for the flow variables is used:

ρ = ρs + ρc + Mρa, u = us + ua + uc,

p = 1 + Mpa + M2pc, T = Ts + Tc + MTa

(3.4)

where subscript ‘s’ stands for steady state variables, ‘a’ for fluctuations due to the

acoustic field and ‘c’ for fluctuations in the hydrodynamic zone. Here, the acoustic

fluctuations exist all along the tube, while the fluctuations due to the heater are con-

fined to a zone around the heater (hydrodynamic zone), which is small compared to the

acoustic length scale. Hence the variables with subscript ‘a’ exist over the length of

the tube (acoustic zone, see Fig. 3.1), while the variables with subscript ‘c’ exists only

in the region around the heater (hydrodynamic zone, see Fig. 3.1) and vanishes as one

moves away from it. It is important to note that the form of the power series used in

ansatz (4.4) are different for various flow variables and the reason is as following.

The acoustic fluctuations in u are zeroth order in M , whereas the fluctuations in

ρ, p, T are first order in M . This is in agreement with the experimental observations

and theoretical formulations (Rienstra and Hirschberg, 2004). On the other hand, tem-

perature fluctuations near the heater (hydrodynamic zone) are comparable to the steady

state temperature Ts and hence Tc appears as a zeroth order fluctuation (Fu and Tong,

2002). The mode of heat transfer from the heater to the gas is by convection. Hence

the zeroth order fluctuation Tc in temperature (T ) is caused by a zeroth order fluctu-

ation uc in velocity (u). Because of zeroth order temperature fluctuations (Tc) and a

constant leading order pressure (Eqn. 4.4), a zeroth order fluctuation of density (ρc) in
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the hydrodynamic zone is present†. Furthermore, the fluid properties are assumed to be

independent of temperature. Now the ansatz (Eqn. 4.4) is substituted in Eqn. (4.3) to

get the following:

∂

∂ta
(ρs + ρc + Mρa) + M∇a • ((ρs + ρc + Mρa) (us + ua + uc)) = 0

(3.5a)

(ρs + ρc + Mρa)

(
∂

∂ta
+ M (us + ua + uc) • ∇a

)
(us + ua + uc)

+
1

γM
∇a

(
1 + Mpa + M2pc

)
=

M

Rea

(
∇2

a +
1

3
∇a (∇a•)

)
(us + ua + uc)

(3.5b)

1

γ

(
∂

∂ta
+ M (us + ua + uc) • ∇a

) (
1 + Mpa + M2pc

)

+M
(
1 + Mpa + M2pc

)∇a • (us + ua + uc) =
M

Pea

∇2
a (Ts + Tc + MTa)

(3.5c)

Initially equations which are of zeroth order in M are obtained. Then, first order

equations in M are obtained using the solutions from the zeroth order equations. This

process is repeated until governing equations for all the variables in the ansatz (Eqn. 4.4)

are obtained. Furthermore, the system of equations for various orders of M is written

both for the acoustic and hydrodynamic zones. In the following analysis, equations

governing the acoustic zone are first derived and the same exercise is repeated for the

hydrodynamic zone.

3.3.1 Continuity equation: acoustic zone O(M)

The zeroth order continuity equation in M reduces to the steady state equation, which

is already used in the analysis (Eqn. 4.1). Collecting terms of first order in M , the

Eqn. (3.6) is obtained. Since the non-dimensionalisation is performed with respect to

the acoustic length scale for Eqn. (4.2), Eqn. (3.6) represents continuity equation in the

acoustic zone.
∂ρa

∂ta
+∇a • ((ρs + ρc) (us + ua + uc)) = 0 (3.6)

†The authors are grateful to an anonymous reviewer for pointed out the errors of the constant density
assumption adopted in an earlier version of the analysis. The asymptotic analysis is reformulated with
the variable density formulation as per the suggestions of the reviewer.
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Furthermore, using the continuity equation for steady state in the acoustic zone, ∇a •
(ρsus) = 0, ρc = 0 and uc = 0 as described in the ansatz (Eqn. 4.4), Eqn. (3.6) becomes

∂ρa

∂ta
+∇a • (ρsua) = 0 (3.7)

3.3.2 Momentum equation: acoustic zone O(M)

In equation (3.5b), as M is in the denominator of the pressure term, the entire equation

is multiplied by M to obtain,

(
M(ρs + ρc) + M2ρa

) (
∂

∂ta
+ M (us + ua + uc) • ∇a

)
(us + ua + uc)

+
1

γ
∇a

(
1 + Mpa + M2pc

)
=

M2

Rea

(
∇2

a +
1

3
∇a (∇a•)

)
(us + ua + uc)

(3.8)

The zeroth order equation in M gives a zero spatial gradient for the steady state pressure

in the system, i.e. ∇a(1) = 0, where ‘1’ appears due to non-dimensionalisation of p̃

with p̄. The condition for constant p̄ along the duct is already included in the analysis

(Eqn. 4.1). Gathering O(M) terms from Eqn. (3.8) in the limit Rea →∞, leads to the

momentum equation in the acoustic zone.

ρs
∂ua

∂ta
+

1

γ
∇apa = 0 (3.9)

3.3.3 Energy equation: acoustic zone O(M)

The zeroth order terms from Eqn. (3.5c) represent the steady state energy equation.

Since the upstream (T̃ u
0 ) steady state temperature is known, steady state equations gov-

erning the heat transfer from the heater are used to obtain the corresponding downstream

value (T̃ d
0 ) thus making the collection of O(1) terms from Eqn. (3.5c) redundant. Now

the O(M) terms are gathered to obtain the acoustic energy equation:

1

γ

∂pa

∂ta
+∇a • ua =

1

Pecδ
∇2

cTc (3.10)
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where Pec = ρ̄ūlcCp

/
k. The unsteady heat release rate from the heater is delivered

into the acoustic zone by local thermal conduction. Hence, the last term in Eqn. (3.10)

represents the coupling term from the hydrodynamic to the acoustic zone. Assuming

one dimensional acoustic field in the axial direction ‘xa’, equation (3.10) is integrated

over the cross-sectional area (Sc) of the tube. In order to convert from 3D to 1D space,

the terms with gradients (∇a) in the acoustic length scale are replaced by ∂/∂xa in Eqn.

(3.10). The acoustic energy equation takes the following form.

Sc

(
1

γ

∂pa

∂ta
+

∂ua

∂xa

)
=

1

Pecδ




∫∫∫⊙

Vc

∇2
cTcdṼc


 _

δ (x̃− x̃f ) (3.11)

where Vc is the volume of the hydrodynamic zone and
_

δ(x) is the Dirac-delta func-

tion, which is used to indicate the compactness of the hydrodynamic zone in the equa-

tions. The volume integral is converted into surface integral using Gauss’s divergence

theorem. In order to apply the above theorem, the last term in Eqn. (3.11) is dimen-

sionalised, followed by the application of Gauss divergence theorem and again non-

dimensionalised back to get the following acoustic energy equation,

1

γ

∂pa

∂ta
+

∂ua

∂xa

=
lwlc

PecSc




2π∫

0

(−∇cTc)êr
dθ


 _

δ (x− xf ) (3.12)

where lw is the length of the wire which contributes to the heat transferred to the fluid,

êr is the unit vector along the radial direction from the cylinder surface, (∇cTc)êr
rep-

resents the component of gradient of Tc along êr. The term on the right hand side of

Eqn. (3.12) is identified as the coupling term from hydrodynamic zone to the acoustic

zone, which drives the acoustic oscillations in a Rijke tube. The unsteady heat release

rate from the hydrodynamic zone is given by q = (lwlc/PecSc)
(∫ 2π

0
(−∇cTc)êr

dθ
)

with the integral evaluated over surface of the cylinder. The equations governing the

acoustic zone are thus obtained and the coupling of the acoustic field with the unsteady

heat release rate of the heater appears from the asymptotic analysis. The equations for

the hydrodynamic zone are derived in the following subsections.

74



3.3.4 Continuity equation: hydrodynamic zone O(1)

In order to obtain the equations with respect to the hydrodynamic zone, the spatial

derivatives in the acoustic length scale (la) have to be converted to the length scale (lc)

of the heater, only for variables with subscript ‘c’. The transformation ∇a = ∇c/δ is

applied to Eqn. (3.5). The subscript ‘c’ in ∇ operator represents the derivatives that

are non-dimensionalised with c. During the scale change from la to lc, terms which are

second order in M , for e.g. M2∇a, become first order in M , Mε∇c. The inclusion of

such terms leads to the continuity equation in the hydrodynamic zone as follows.

∂

∂tc
(ρs + ρc) +∇c •

(
(ρs + ρc)

(
us + uc + ua|xf

))
= 0 (3.13)

where, ua|xf
represents ua at the non-dimensionalised heater location xf (xf = x̃f/la)

and ∂/∂tc = (1/ε)∂/∂ta. In equation (3.13), ‘ρs + ρc’ and ‘us + uc + ua|xf
’ appear

effectively as one variable. Hence the following change of variables ‘ρp = ρs + ρc’ and

‘up = us + uc + ua|xf
’ is applied in Eqn. (3.13) to obtain

∂ρp

∂tc
+∇c • (ρpup) = 0 (3.14)

which is the conventional continuity equation for flows of variable density fluid.

3.3.5 Momentum equation: hydrodynamic zone O(1)

The zeroth order momentum equation in the hydrodynamic zone is as follows.

(ρs+ρc)

(
∂

∂tc
+

(
ua|xf

+ us + uc

)
• ∇c

)
(ua|xf

+ us + uc)

+
1

γ
∇cpc =

1

Rec

(
∇2

c +
1

3
∇c(∇c•)

)
(ua|xf

+ us + uc)− 1

ε
∇a

(
pa

γ

)∣∣∣∣
xf

Boundary condition (BC) : uc → 0, as xc →∞
(3.15)

where Rec = ρ̄ūlc
/
µ and ∇a (pa/γ)|xf

represents ∇a (pa/γ) evaluated at xf . The

equations are then written in terms of ρp and up and the acoustic momentum equation
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(3.9) is used to replace the last term in Eqn. (3.15) to obtain,

ρp

(
∂

∂tc
+ up • ∇c

)
up +

1

γ
∇cpc =

1

Rec

(
∇2

c +
1

3
∇c(∇c•)

)
up + ρs

∂ua

∂tc

∣∣∣∣
xf

BC : up → us + ua|xf
, as xc →∞,

(3.16)

where ∂ua/∂tc|xf
represents ∂ua/∂tc evaluated at the non-dimensional heater location

xf . The important point to be noted is that, equation (3.16) is the momentum equation

for unsteady variable density flow over the heater, with an additional term ∂ua/∂tc|xf
.

The above additional term is referred to as the global-acceleration term (Moeck et al.,

2009), which can be identified as a coupling term for the momentum equation in the hy-

drodynamic zone from the acoustic zone, apart from that due to the boundary condition

associated with Eqn. (3.16).

The global-acceleration term occurs in two length scale problems (Klein, 1995;

Klein et al., 2001). This term would not have been identified had the asymptotic anal-

ysis not been performed. In most thermoacoustic systems, there are at least two length

scales; the length scale of the acoustic field and the length scale of the heat source.

Therefore, the above term is expected to be present in the analysis of thermoacoustic

systems. The same term can be interpreted as the pressure gradient imposed by the

acoustic field on the hydrodynamic zone (Ting et al., 2007). An important point to be

emphasized here is the following. If one performs response function calculations nu-

merically (for example Preetham et al. 2008) for the unsteady heat release rate from

the heater, where no acoustic field is imposed, then ∂ua/∂tc|xf
will not be anticipated

and hence will not be included. This leads to solving an incorrect system of equations

and prediction of the dynamics of thermoacoustic interaction in a Rijke tube system.

Numerical simulations are performed with and without the global-acceleration term in

the present paper. It is observed that the error due to neglecting the above term is large

and predictions of the dynamical evolution of the system are modified to a large extent.

This observation has been emphasized in Section 3.5.2.
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3.3.6 Energy equation: hydrodynamic zone O(1)

Since the temperature fluctuations due to the heater are zeroth order in M as explained

in the ansatz (Eqn. 4.4), O(1) terms are gathered from Eqn. (3.5c) to obtain

∇c •
(
us + ua|xf

+ uc

)
=

1

Pec

∇2
c (Ts + Tc) (3.17)

A change of variable, Tp = Ts + Tc is performed in Eqn. (3.17) leading to,

∇c • up =
1

Pec

∇2
cTp

BC : ∇cTp → 0, as xc →∞, & Tp = T̃w/T̄, xc = cylinder surface,

(3.18)

where, T̃w represents the surface temperature of the heater wire. The energy equation

(3.3c) simplifies to an algebraic constraint (Eqn. 3.18) on the velocity field up. The

amount of local dilatation of the fluid is governed by the equation (3.18). Integration of

the same equation over the hydrodynamic zone gives the net dilatation in the volume of

the fluid as it passes through the hydrodynamic zone. The presence of the heat source

which leads to the dilatation in the volume of the fluid manifests as the acoustic velocity

jump (ua|xf
) across the heat source. This in turn drives the acoustic field in the tube.

The above argument is consistent with the derivation of the acoustic energy equation

described in Section 3.3.3, where the Dirac-delta function in Eqn. (3.12) causes the

acoustic velocity jump across xf . Thus the acoustic velocity jump is used as the match-

ing condition across the hydrodynamic zone. The above conclusion is independent of

the type of the heat source and the interpretation is valid as long as the heat source can

be considered as compact with respect to the acoustic field.

In multiple scale asymptotics, averaging the flow variables over the small scale - hy-

drodynamic zone, is performed to obtain the flow variables in the large scale - acoustic

zone (Klein et al., 2001). Accordingly, the term ∂ua/∂tc|xf
in Eqn. (3.16) is evalu-

ated as the average of the values at the upstream and downstream locations of the heat

source, due to acoustic velocity jump. Averaging the momentum equation of the hy-

drodynamic zone (Eqn. 3.16) leads to acoustic momentum equation (Eqn. 3.9) defined

at the location of the heat source, with the acoustic velocity obtained as the average of
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ua upstream and downstream of the heat source. The same averaging procedure is per-

formed for the global acceleration term as well, which is used in equation (3.16). The

system of equations for the hydrodynamic zone (3.14, 3.16 & 3.18) are not closed. The

ideal gas equation is used to obtain the relation between ρp & Tp in the hydrodynamic

zone as follows.

(1 + Mpa + M2pc) = (ρs + ρc + Mρa)(Ts + Tc + MTa) (3.19)

Equating the zeroth order terms gives the following.

ρp =
1

Tp

(3.20)

Solving equation (3.18), simultaneously with (Eqns. 3.14, 3.16 & 3.20) gives the tem-

perature field Tp. The unsteady heat release rate from the hydrodynamic zone is then

determined as q = (lwlc/PecSc)
(∫ 2π

0
−∇c(Tp − Ts)êr

dθ
)

from Tp. This q serves as

the source term for Eqn. (3.12).

3.4 Solution technique

The governing equations in the acoustic and hydrodynamic zones are solved using dif-

ferent solution techniques. First, the solution technique used in the acoustic zone is

discussed.

3.4.1 Equations governing the acoustic zone : one-dimensional form

The acoustic continuity (Eqn. 3.7) and momentum (Eqn. 3.9) equations are converted

from 3D to 1D space as described earlier in Section 3.3.3. The governing equations

thus obtained for the acoustic zone are as follows.

ρs
∂ua

∂ta
+

1

γ

∂pa

∂xa

= 0 (3.21a)

1

γ

∂pa

∂ta
+

∂ua

∂xa

= q
_

δ (x− xf ) (3.21b)
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The above partial differential equations (Eqn. 4.5) are converted to ordinary differential

equations (ODEs) by the Galerkin technique (Zinn and Lores, 1971; Padmanabhan,

1975). In the Galerkin technique, the unknown variables are expanded using basis

functions, which satisfy the boundary conditions. In the present paper, the Rijke tube

considered is open at both ends. The basis functions are chosen accordingly to satisfy

the acoustic boundary conditions. The acoustic variables ua and pa are expanded in

terms of the basis function as follows:

pa = γ

N∑
m=1

Pm sin(ωmx), ua =
N∑

m=1

Um cos(ωmx) (3.22)

where ωm = mπ, N is the number of modes chosen in the Galerkin expansion. The

dynamical evolution equation for Pm and Um is obtained by projecting Eqn. (4.5) on to

the Galerkin basis, after substituting the expansion for pa and ua from Eqn. (3.22). The

application of the Galerkin technique to the present problem is similar to that performed

by Balasubramanian and Sujith (2008b). The final ODEs are of the following form:

N∑
m=1

(
ρu

sI
u
m,n − ρd

sI
d
m,n

)
U̇m + Pnωn = 0 (3.23a)

Ṗn − ωnUn + ζnωnPn = 2q sin (ωnxf ) (3.23b)

where

Iu
m,n = ρu

s





sin ((ωm + ωn) xf )

ωm + ωn

+
sin ((ωm − ωn) xf )

ωm − ωn

, ωm 6= ωn

sin (2ωnxf )

2ωn

+ xf , ωm = ωn

Id
m,n = ρd

s





sin ((ωm + ωn) (1− xf ))

ωm + ωn

+
sin ((ωm − ωn) (1− xf ))

ωm − ωn

, ωm 6= ωn

1− sin (2ωnxf )

2ωn

− xf , ωm = ωn

ζn =
(
C1 (ωn/ω1) + C2

√
ω1/ωn

)/
(2π), ωn = nπ, ζn represents damping in the

acoustic zone due to viscosity and end losses. Here, C1, C2 are the coefficients that

determine the amount of damping and whose numerical value is given by Matveev and

Culick (2003a). The system of equations (Eqn. 3.23) is solved using the fourth order
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Runge-Kutta (RK4) method (Riley et al., 2006). The value of the unsteady heat release

rate q is obtained at each substep of RK4 by solving the equations corresponding to the

hydrodynamic zone (Eqn. 4.6), which is discussed in the following section.

3.4.2 Equations governing the hydrodynamic zone

The governing equations for the hydrodynamic zone are summarised below:

∂ρp

∂tc
+∇c • (ρpup) = 0 (3.24a)

ρp

(
∂

∂tc
+ up • ∇c

)
up +

1

γ
∇cpc =

1

Rec

(
∇2

c +
1

3
∇c(∇c•)

)
up +ρs

∂ua

∂tc

∣∣∣∣
xf

(3.24b)

∇c • up =
1

Pec

∇2
cTp (3.24c)

ρp =
1

Tp

(3.24d)

As described in Section 4.1, the heater in its primitive form is a thin wire filament.

To simulate the dynamics of the heater, Selimefendigil et al. (2008) have analysed the

unsteady convective heat transfer from a heated circular cylinder. Following this ap-

proach, the above system of equations (Eqns. 4.6) is solved for the unsteady convective

heat transfer over the circular cylindrical heated wire filament. The flow field over the

heater wire filament is assumed to be two dimensional. The governing equations are

solved by CFD. The details of the geometry of the heat source and the boundary con-

ditions imposed on the hydrodynamic zone are discussed in Appendix C. The unsteady

heat release rate q is obtained from the temperature field Tp. The obtained q is then used

as the source term for Eqn. (3.23b) at each substep of RK4, as described in Section

Eqn. 3.4.1. Thus the system of equations in acoustic (Eqn. 3.23) and hydrodynamic

zone (Eqn. 4.6) is solved simultaneously.
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Acoustic zone Hydrodynamic zone CFD simulations

la = 1 m, Sc = 0.01 m2 Red = 20, Number of grids (r, θ) = 100× 120

P̄ = 1 bar lc = 2.6 mm Residue for continuity = 10−6

ρ̃u
0 = 1.18 kg m−3 lw = 10 m Residue for momentum = 10−6

T̃ u
0 = 295 K T̃w = 700 K Residue for energy = 10−6

ρ̃d
0 = 0.84 kg m−3 M = 5× 10−4 ∆ta = 5× 10−4

Table 3.1: Physical parameters in acoustic zone, hydrodynamic zone and numerical pa-
rameters used for CFD simulations

3.5 Results and discussions

Numerical simulations are performed with the parameters shown in table 4.1. In the

following simulations, the number of the Galerkin modes is chosen as N = 100 (to

capture the acoustic velocity jump across the heat source), such that a further increase

in N leads to less than 5% variation in the results. Unless otherwise specified, the

parameter values in table 4.1 are used for the simulations. The numerical values of

the damping coefficients used for the present simulations are C1 = 0.27 and C2 =

0.03 (Matveev and Culick, 2003a). In the acoustic zone upstream and downstream of

the heater, one dimensional governing equations are used. The hydrodynamic zone

equations in the present case are solved in a two dimensional domain (see Appendix C).

Hence the density (ρ̃0
d) in the hot side of the acoustic zone is obtained by averaging the

steady state density ρs at the far downstream end of the hydrodynamic zone. The value

of ρ̃0
d thus obtained is listed in table 4.1.

3.5.1 Stability regimes

The experimental results of Matveev and Culick (2003b) indicate that the system be-

comes linearly unstable beyond some critical value of the heater power. As the heater

power is increased, the present numerical simulations show two stability regimes: lin-

early stable regime and linearly unstable regime. The non-dimensional heater power

(K) is defined as K = (lwlc)
/

(PecSc) (see Section 3.3.6 for the expression of q). The
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Figure 3.2: Linearly stable system: (a) evolution of acoustic velocity (uf ) at the heater
location (xf ), (b) phase portrait between uf and unsteady heat release rate
q, xf = 0.25, K = 0.10, U1(t = 0) = 0.05, Um6=1(t = 0) = 0, Pm(t =
0) = 0.

average of the acoustic velocity upstream and downstream of the heat source is taken

as the acoustic velocity (uf ) at the heat source. In the subsequent sections, the vari-

ables uf and q are considered as the representative variables to illustrate the dynamical

behaviour of the system in the acoustic and hydrodynamic zones, respectively. The

subsequent sections discuss the results of the numerical simulation.

Linearly stable regime

For low values of the heater power K, the system is stable to small amplitude initial

perturbations. In Fig. 3.2(a) the initial perturbation in acoustic velocity (uf = ua|xf
) at

the heater location is around 5% of the mean flow velocity. The perturbation decays to

zero in the asymptotic time limit. The phase plot between uf and the non-dimensional

fluctuating heat release rate (q) shows the evolution of the system in Fig. 3.2(b) towards

a stable focus. The arrows indicate the direction of the evolution of the system in the

phase plane.

Linearly unstable regime

In the second stability regime, the system is unstable for small amplitude perturbation,

uf (t = 0) = 0.4, which is 10% of the limit cycle amplitude, see Fig. 3.3(a). The figure

shows that uf grows exponentially, eventually reaching a limit cycle. The limit cycle is
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Figure 3.3: Linearly unstable system: (a) evolution of acoustic velocity (uf ) at the
heater location (xf ), (b) phase portrait between uf and unsteady heat re-
lease rate q (only limit cycle is shown, transients are not shown for clarity),
(c) evolution of uf during a period of the limit cycle, (d) distribution of
the acoustic velocity ua in the Rijke tube during a period of the limit cycle.
xf = 0.25, K = 0.1785, U1(t = 0) = 0.5, Um6=1(t = 0) = 0, Pm(t =
0) = 0.

a closed curve in the phase portrait as shown in Fig. 3.3(b). The acoustic velocity (ua)

distribution along the duct at various instances over a period, as marked in Fig. 3.3(c)

is shown in Fig. 3.3(d). It is observed that the acoustic velocity jump is captured by the

Galerkin technique. The stability regimes of a system with the variation of a parameter

can be represented using a bifurcation diagram.

Bifurcation diagram

Simulations are performed with the heater power as the control parameter and the peak

to peak value of acoustic velocity
(

uf |p−p

)
at the heater location (xf ) in the asymp-

totic time limit is chosen as the representative variable. The resolution in the control

parameter K for Fig. 3.4 is 2 × 10−3, which is 1.8% of the value of K = 0.11 at the

Hopf point (B). In the bifurcation diagram shown in Fig. 3.4, solid lines indicate sta-

ble solutions, while dashed line indicates unstable solutions. For low values of K (say,
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Figure 3.4: Bifurcation diagram with the non-dimensional heater power ‘K’ as the con-
trol parameter. The other parameters are, xf = 0.25. The two regimes are
R1 - linearly stable regime and R2 - linearly unstable.

K = 0.06), the asymptotic state (uf = 0) is the stable fixed point. This corresponds

to the first stability regime (Section 3.5.1), where the system is linearly stable. As the

heater power is increased, beyond point ‘B’ (K = 0.11), the system becomes linearly

unstable and reaches a limit cycle. The above transition happens via Hopf bifurcation.

Also the amplitude of the limit cycle increases as the heater power is increased further.

This corresponds to the second stability regime.

3.5.2 Effect of global-acceleration on the stability of the system

An asymptotic analysis is performed to obtain separate systems of equations govern-

ing the dynamics in the acoustic and hydrodynamic zones. The critical outcome of the

above analysis is the presence of the additional term ∂ua/∂tc|xf
in Eqn. (3.16). The im-

portance of the global-acceleration term is shown in Fig. 3.5. In Fig. 3.5(a), evolution

of uf is shown with and without this term for identical system parameters and initial

conditions. The system parameters are chosen, such that the simulation performed is in

the linearly unstable regime (K = 0.1785, see Fig. 3.4). With the initial perturbation

U1(t = 0) = 0.5, the simulation with the ∂ua/∂tc|xf
term indicates that the system

reaches a limit cycle eventually. The evolution of the system to a limit cycle is shown in

the inner Fig. 3.5(b). However, for the same system parameters and initial conditions,
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Figure 3.5: (a) Comparison of the evolution of acoustic velocity (uf ) at the heater lo-
cation (xf ) with and without the global-acceleration term in Eqn. (3.15),
(b) Evolution of uf for a longer period of time with the global-acceleration
term, ‘zoomed out’ view of (a). xf = 0.25, K = 0.1785, U1(t = 0) =
0.5, Um6=1(t = 0) = 0 and Pm(t = 0) = 0.

if the above term is dropped from Eqn. (3.16), the simulation indicates that the system

reaches a stable focus in the asymptotic time limit.

To analyse the behaviour of the system in the absence of the global-acceleration

term, the bifurcation diagram is computed without the term ∂ua/∂tc|xf
in Eqn. (3.16),

as shown in Fig. 3.6. A significant difference to be observed between the bifurcation

diagram with (Fig. 3.4) and without (Fig. 3.6) the inclusion of the global-acceleration

term is that the system becomes linearly unstable at K = 0.11 (see Fig. 3.4) for the

simulation performed with the global-acceleration term, whereas the same behaviour

happens at K = 2.89 (see Fig. 3.6) for the simulation performed without the same

term. The numerical simulation without the global-acceleration term predicts linear

instability at a value of K which is one order of magnitude higher than that obtained

from the numerical simulation with the inclusion of the same term. The term ∂ua/∂tc|xf

acts as a forcing term for Eqn. (3.16) from the acoustic zone. Hence, dropping the

above term breaks the feedback from the acoustic to the hydrodynamic zone apart from

the feedback from the free stream boundary condition for Eqn. (3.16). The strength

of the feedback loop between the acoustic and hydrodynamic zones is thus weakened.
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Figure 3.6: Bifurcation diagram with non-dimensional heater power ‘K’ as the control
parameter without the global-acceleration term in Eqn. (3.15). The param-
eters chosen are the same as for the simulation shown in Fig. 3.4.

Therefore, it is important to perform the asymptotic analysis to obtain the correct system

of equations for the two zones in solving the two length scale problems.

An analysis of thermoacoustic instability using the response function (to capture

the dynamics of the heat source) is termed as a two-part approach (Candel, 2002). In

this approach, the response function of the heat source to velocity fluctuations is first

obtained. The response function thus obtained is used in the acoustic energy equation.

The acoustic equations are then solved with the appropriate boundary conditions and

the stability of the system is determined. When the response function is obtained nu-

merically, for example Preetham et al. (2008), the global-acceleration term is not taken

into account in the governing equations for the dynamics of the heat source. If the

prediction of thermoacoustic instability is performed based on the response function

of the heat source, the effect of the above term is absent. As a consequence, the cou-

pling between the acoustic and hydrodynamic zones is weakened, which leads to over

prediction of the stability of the thermoacoustic system.

Furthermore, it is important to analyse the dynamics of the system in the asymptotic

time limit. As fluid convection is the source of energy transfer from the heated wires to

the flow, the flow field during a limit cycle will reveal important insights about them.
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3.5.3 Unsteady flow field in the hydrodynamic zone

The flow field in the hydrodynamic zone during a limit cycle is investigated in this

section. Fig. 3.7 shows the streamlines of the velocity field up for the flow over the

heater wire at various instants of a limit cycle. Only one half of the flow field is shown

in the figure due to the symmetry condition (see Appendix C). The acoustic velocity

ua|xf
at the heater location ranges from -4 to +4 during one period of the limit cycle

(Fig. 3.7f ). Hence, during the first half of the limit cycle, the flow is from left to

right and during the next half, it is from right to left. A complete flow reversal in the

freestream happens, as shown in Fig. 3.7(a–e). Labels (a-e) illustrated in Fig. 3.7(f )

indicate the flow field at various instants of the acoustic velocity
(

ua|xf

)
shown in Fig.

3.7(a–e).

When ua|xf
= 0 (Fig. 3.7a), the flow field resembles the steady flow over the

cylinder. As ua|xf
increases and reaches a maximum, the recirculation zone is pushed

further downstream (Fig. 3.7b) and during subsequent time, ua|xf
decreases, followed

by flow reversal in the freestream direction (Fig. 3.7e). Thus the fluctuations in the

velocity field (up) during the limit cycle are comparable to the steady base flow (us).

Hence nonlinear effects such as steady streaming (Telionis, 1981) will be predominant.

In the present case, since the acoustic velocity (ua) is responsible for flow oscillation

in the hydrodynamic zone, the steady streaming thus obtained is termed as acoustic

streaming (Andres and Ingard, 1953).

Fig. 3.8(a–c) shows the effects of acoustic streaming during the limit cycle. Fig.

3.8(a) shows the averaged streamlines of up during one period of the limit cycle (Fig.

3.7f ). The streamlines of the steady state flow us are shown in Fig. 3.8(b). There are

visible differences between the Fig. 3.8(a & (b) and hence, apart from the steady base

flow, a non-zero mean flow arises during the limit cycle due to the nonlinearity. The

streamlines obtained from the difference of the above two flow fields (Fig. 3.8a & b)

are shown in Fig. 3.8(c). The streamlines are slightly tilted towards the right due to the

steady base flow from left to right. Also, note that in Fig. 3.8(c) the streaming velocity

is towards the cylinder along the direction of the propagation of the sound waves (X

direction). In the present case, the Strouhal number (St) and the streaming Reynolds
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Figure 3.7: Streamlines (a-e) in the hydrodynamic zone (corresponding to up) at various
instants during one period of the limit cycle, (f ) evolution of ua at xf during
the limit cycle: K = 0.1785, xf = 0.25, lw = 10 m.

Figure 3.8: Flow streaming in the hydrodynamic zone, (a) streamlines averaged over
one period of the limit cycle, (b) streamlines of the steady base flow, (c)
streamlines of the velocity difference between (a) and (b), (d) evolution
of the non-dimensional unsteady heat release rate (q), showing a signifi-
cant mean shift: K = 0.1785, xf = 0.25, lw = 10 m, U1(t = 0) =
0.5, Um6=1(t = 0) = 0 and Pm(t = 0) = 0.
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number (Res) are calculated as,

St = flc/ū = δ/2M = 1/2ε =1

Res = (ua|xf
)max2lc/ν ∼ 80

(3.25)

where f = c0/2la is the fundamental frequency of the natural duct mode. The exper-

iments performed in the above regimes of ‘St’ and ‘Res’ (Andres and Ingard, 1953)

indicate that the steady streaming velocity is directed towards the cylinder in the direc-

tion of oscillation of the free stream flow field. The same is observed in the present

simulation, as shown in Fig. 3.8(c). Streaming velocity field obtained from the present

simulation cannot be compared with the experiments with externally excited acoustic

field due to the presence of the global-acceleration term. The same term does not van-

ish even during limit cycles and therefore, only qualitative behaviour of the streamlines

corresponding to the streaming velocity field can be compared with the experiments in

acoustic streaming (Andres and Ingard, 1953).

A non-zero averaged mean flow, which appears above the steady base flow due to

acoustic streaming results in non-zero averaged unsteady heat transfer from the heater.

Fig. 3.8(d) shows the evolution of the unsteady, non-dimensional heat transfer rate (‘q’,

see Section 3.3.6) from the heater. The unsteady heat transfer rate ‘q’ eventually reaches

a limit cycle for linearly unstable systems (Section 3.5.1) where the oscillations during

the limit cycle are about a non-zero mean. Acoustic streaming leads to a shift in the

mean value of q.

3.6 Interim summary

An analysis of thermoacoustic instability in an electrically heated horizontal Rijke tube

is performed. The analysis started with an examination of the conservation equations

for fluid flow. In the limit of zero Mach number of the steady flow and compact size

of the heat source compared to the acoustic length scale, the equations become stiff.

Therefore, solving the governing system of equations by the CFD technique is a dif-

ficult task. Hence, an asymptotic analysis is performed, which gave further physical
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insight into the problem. The flow variables are expanded in powers of Mach number.

The equations thus obtained are identified as governing equations for the acoustic and

hydrodynamic zones. An additional non-trivial term that has serious consequences on

the stability of the system appeared in the momentum equation for the hydrodynamic

zone, which cannot be obtained without performing the asymptotic analysis. The ad-

ditional term is the global-acceleration term, which acts as a pressure gradient applied

from the acoustic zone onto the hydrodynamic zone.

Numerical results show two stability regimes. In the first regime, the system is

linearly stable. In the second regime, the system is linearly unstable and the pertur-

bations eventually reach a limit cycle. Bifurcation diagram is then obtained with the

heater power as the control parameter. The effect of global-acceleration term is investi-

gated using bifurcation diagrams. The term acts as one of the coupling terms (the other

one is from the boundary condition for the momentum equation in the hydrodynamic

zone) from the acoustic to the hydrodynamic zone. Therefore, the absence of the same

term weakens the coupling between the acoustic and hydrodynamic zones. Without

the global-acceleration term, the transition from linearly stable to unstable behaviour

occurs for a value of the non-dimensional heater power, which is one order of mag-

nitude higher than the value of the heater power corresponding to the simulation with

the above term. Thus the linear stability of the system is predicted incorrectly in the

absence of the term. The same term appears due to the two length scale nature of the

Rijke tube system, which is generic in thermoacoustic systems. The numerical compu-

tation of response functions in the past did not take into account the global-acceleration

term. Hence the evaluation of the stability of thermoacoustic system using the response

function has to be performed carefully in the future.

Finally the flow field during limit cycle oscillation is analysed. The limit cycle

amplitude is observed to be comparable to the steady base flow. Flow reversal occurs

in the hydrodynamic zone during part of a period of the limit cycle oscillation. This

nonlinear behaviour of the unsteady flow is observed as acoustic streaming during the

limit cycle. A mean shift in the unsteady heat release rate from the heater is observed

due to acoustic streaming.

In brief, asymptotic analysis gives the correct system of equations for the dynamics
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of the acoustic field and the heater. Also using any response functions for the dynamics

of the heater without rigorous mathematical arguments can lead to incorrect governing

equations, which will lead to erroneous results.

3.7 Outlook

Having obtained the right systems of governing equation
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CHAPTER 4

Non-normal stability analysis of thermoacoustic

instability in a Rijke tube system

In the previous chapter, asymptotic analysis technique is used to obtain the governing

equations for the dynamics of the acoustic field and heat source. The asymptotic stabil-

ity of the system is plotted using bifurcation diagram. As an extension of the same, the

present chapter deals with the non-modal stability analysis of the obtained governing

equations (Eqns. 4.5 and 4.6).

As explained in the introduction chapter (Chap. 1), non-normal nature of the ther-

moacoustic interaction leads to transient growth in the amplitude of the oscillations.

The amount of transient growth depends on the choice of the initial condition. Hence it

is important to find the initial condition (t = 0), which produces the maximum transient

growth at a given time (t = Topt). Conventional technique of obtaining the maximum

transient growth and the corresponding initial condition is by performing singular value

decomposition (SVD) on the linear operator governing the linearised sytem (Farrell and

Ioannou, 1996a). The same technique is used in the analysis of thermoacoustic insta-

bility in SRM. (see Section 2.4 in Chapter 2). The above technique is suitable only

for small systems (with fewer degrees of freedom). Hence the non-normal nature of

small model problems (Baggett et al., 1995; Balasubramanian and Sujith, 2008b) can

be investigated easily using SVD technique.

In the present analysis, thermoacoustic instability in a Rijke tube is investigated by

simultaneously solving the governing equations for the acoustic field and the unsteady

heat transfer from the heat source. In this way, the dynamics associated with the heat

source is also taken into account. Computational fluid dynamics technique (CFD) is

used to solve the equations, governing the dynamics of the heat source. Hence the

number of grid points for numerically solving the governing equations is of the order

104 (see table 4.1), where the use of SVD to obtain the optimum initial condition for

maximum transient growth becomes computationally costly.



In this thesis, another technique known as ‘adjoint optimisation technique’ (Gun-

zburger, 2003) is used to obtain the maximum transient growth and the corresponding

initial condition for the linearised governing equations of thermoacoustic instability in

the Rijke tube. Adjoint optimisation technique has been employed successfully in fluid

mechanics to obtain the optimum initial perturbation for maximum transient growth in

space for the flow over a swept wing (Guegan et al., 2008), investigate the transient

growth of perturbations in flow over a cylinder (Abdessemed et al., 2009) and stenotic

flow (Mao et al., 2009) etc. Though ‘adjoint optimisation technique’ is an optimisation

algorithm, the adjoint equations obtained during the application of the algorithm yield

physical insights into the problem.

Hill (1995) has explained that the eigenmodes of the adjoint system (adjoint modes)

represents the sensitivity of the flow to perturbation based on the energy (norm) defined

for obtaining the adjoint system. This physical interpretation is used in the control of

fluid flows. The location of the actuator and sensor are determined from the shape of

the eigenmodes of the adjoint and direct system respectively (Barbagallo et al., 2009).

The adjoint system is also used in the model reduction for control of fluid flows (Row-

ley, 2005; Barbagallo et al., 2009). The mechanism of instability in some fluid flow

problems are identified with the adjoint modes along with the eigenmodes of the direct

system (Marquet et al., 2009). An introduction to the non-modal stability theory ap-

plied to the stability of shear flows in fluid mechanics followed by the explanation of

various tools (such as adjoint optimisation) to obtain the optimum initial condition is

given in the review article by Schmid (2007).

The earlier investigation of the non-normal nature of the thermoacoustic systems

in Rijke tube dealt with a simple model (Balasubramanian and Sujith, 2008b), where

an algebraic model is used for the response of the heat source to the acoustic oscilla-

tions. Moreover, the results discussed in Section 2.7.3 of Chapter 2 have shown that

including the dynamics of the heat source leads to a higher transient growth compared

to that, using a response function for the heat source. Hence including the dynamics

of the heat source leads to a more complete analysis of the non-normal nature of the

system. In the previous chapter, thermoacoustic instability in the Rijke tube is mod-

elled, taking into account the dynamics of the heat source. By simultaneously solving
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the equations governing the chamber acoustic field and the unsteady heat transfer from

the heat source, the dynamics associated with the heat source is taken into account. The

additional global acceleration term is shown to have significant effects on the stability

of the system. The frame work developed to study the thermoacoustic instability in a

Rijke tube can be extended to other more complex systems. So it is worth to investi-

gating the non-normal nature of thermoacoustic interaction starting from the governing

equations obtained in (Mariappan and Sujith, 2010a).

The configuration of the Rijke tube investigated in the present paper is same as that

given in Mariappan & SujithMariappan and Sujith (2010a). The following are the mo-

tivations for the present paper. 1) Investigate the non-normal nature of thermoacoustic

interaction in the Rijke tube, taking into account the dynamics of the heat source. 2) The

norm used to measure the transient growth plays a crucial role in analysing non-normal

systems. The norm should ideally represent a physical energy in the disturbance. In

the analysis of incompressible shear flows, plane Poiseuille flows in fluid mechanics,

the total kinetic energy of the perturbations is defined as the norm (Schmid and Hen-

ningson, 2001) and the transient growth is measured in that norm. However, as one

moves to more complex systems like in the present case, there is no general prescrip-

tion to define a norm. In the present paper, a norm has been obtained systematically

from the energy in the disturbance. 3) In analysing non-normal systems, one important

element is to find the maximum transient growth and the corresponding initial condition

termed as the ‘optimum initial condition’. For small systems such as those studied by

Balasubramanian & SujithBalasubramanian and Sujith (2008a,b), one can obtain the

optimum initial condition by SVD, for which mathematical tools are readily available.

The same technique becomes prohibitively expensive as one moves to more complex

systems with large degrees of freedom as in the present case. In the present paper,

‘adjoint optimisation technique’, which is another standard technique, is performed to

obtain the optimum initial condition. In the application of above optimisation technique,

one obtains the adjoint equations, which gives the sensitivity of the system to the type

of initial condition. Moreover in the present paper, the adjoint equations are obtained

for a two length scale problem (single length scale problem was dealt in the past, for

eg. to obtain the optimum initial conditions for the flow over a swept wing (Guegan

et al., 2008), flow over a cylinder (Abdessemed et al., 2009) and in stenotic flows Mao
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et al. (2009)) and a comparison of the direct and adjoint system gives interesting insight

into the physics of the problem. 4) The fourth and the final motivation is to analyse

the role played by non-normality in the subcritical transition regime of thermoacoustic

instability.

4.1 Governing equations

The horizontal Rijke tube configuration considered here has a length a with the heater

positioned at an axial location x̃f (figure 3.1). The electrical resistance heater, which

acts as a heat source is made up of a thin wire of radius c strung around the heater

frame. The effective length of the wire filament, which participates in the heat transfer

to the fluid flow is w. The typical length of the duct (a) is around 1m and the dimension

of the heater along the axial direction of the tube (thickness, c) is around 1mm. The

zone around the heat source is termed as the hydrodynamic zone and its length in the

axial direction of the Rijke tube is also of the order of the thickness of the heater. The

thickness of the heater is very small compared to the length scale of the acoustic zone.

Hence the heater and the hydrodynamic zone can be assumed to be compact compared

to the acoustic zone in the tube. The acoustic and hydrodynamic zones are schematically

shown in figure 3.1. The heater heats the flow and hence there is a temperature rise

across the heater. Since the heater is compact, piecewise constant steady flow properties

can be assumed on either side of the heater (Kaufmann et al., 2002). The flow is at very

low Mach number (M ∼ 10−3), which leads to a negligible steady state pressure loss.

Hence the steady state pressure is assumed to be constant in space. All upstream steady

state variables are known and specifying any one downstream steady state variable, such

as temperature is enough to compute the other steady state variables from the following

ideal gas and steady state continuity equations:

ρ̃d
0 =

ρ̃u
0 T̃

u
0

T̃ d
0

, ũd
0 =

ρ̃u
0 ũ

u
0

ρ̃d
0

(4.1)

where superscripts ‘u’ and ‘d’ represent upstream and downstream variables respec-

tively, subscript ‘0’ represents steady variables and ‘∼’ indicates dimensional variables.
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The governing equations are

∂ρ̃

∂t̃
+ ∇̃ • (ρ̃ũ) = 0 (4.2a)

ρ̃

(
∂

∂t̃
+ ũ • ∇̃

)
ũ +∇p̃ = µ

(
∇̃2 +

1

3
∇̃

(
∇̃•

))
ũ (4.2b)

ρ̃Cp

(
∂

∂t̃
+ ũ • ∇̃

)
T̃ =

(
∂

∂t̃
+ ũ • ∇̃

)
p̃ + k∇̃2T̃ (4.2c)

Non-dimensionalising the above equations using the following ρ = ρ̃/ρ̄, p = p̃/p̄, u =

ũ/ū, T = T̃
/

T̄ , x = x̃/la, ta = t̃
/
(la/a), tc = t̃

/
(la/ū), where p̄ = p̃u

0 = p̃d
0, ρ̄ =

(
ρ̃u

0 + ρ̃d
0

)/
2, T̄ = p̄/(<ρ̄), ū =

(
ũu

0 + ũd
0

)/
2, a =

√
γ<T̄ , < is the specific gas

constant and a is the local speed of sound, leads to

∂ρ

∂ta
+ M∇a • (ρu) = 0 (4.3a)

ρ

(
∂

∂ta
+ Mu • ∇a

)
u +

1

γM
∇ap =

M

Rea

(
∇2

a +
1

3
∇a (∇a•)

)
u (4.3b)

ρ

(
∂

∂ta
+ Mu • ∇a

)
T =

γ − 1

γ

(
∂

∂ta
+ Mu • ∇a

)
p +

M

Pea

∇2
aT (4.3c)

where Rea = ρ̄ūla/µ, Pea = ρ̄ūlaCp/k, subscript ‘a’ indicates non-dimensionalisation

performed with the acoustic length scale a.

Thermoacoustic instability analysis of the Rijke tube is the study of the dynamics

of the coupled system comprising of the acoustic field in the tube and the unsteady heat

transfer from the electrical wire filament. Therefore, it is important to track variations

on the scale of the tube length (acoustic scale a ∼ 1m) and on the scale of the heater wire

filament radius (c ∼ 1mm) in the hydrodynamic zone. Further, the acoustic time scale

tac = la/a and the wire heat transfer time scale tcc = lc
/
Ū are of the same order for

typical values mentioned in the previous paragraphs. This leads to an effective coupling

of the dynamics of the acoustic field and the unsteady heat release rate from the heater.

The length and time scale ratios are defined as δ = lc/la, ε = tac/tcc = M/δ ∼ 1.

Now the present problem has two length scales separated by a large factor (1/δ →∞)

and one time scale (ε ∼ 1). Asymptotic analysis has been performed on the governing

equations and in the above limit (δ → 0, M → 0, ε ∼ 1), as the governing equations
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become stiff at low Mach numbers; in the present case M ∼ 10−3 (Mariappan and

Sujith, 2010a). A separate system of equations are obtained in the two zones; acoustic

and hydrodynamic zone (see figure 3.1). The following ansatz for the flow variables is

used as the initial step in the asymptotic analysis:

ρ = ρs + Mρa, u = us + ua + uc,

p = 1 + Mpa + M2pc, T = Ts + Tc + MTa

(4.4)

where, subscript ‘s’ stands for steady state variables, ‘a’ for fluctuations due to acoustic

field, ‘c’ for fluctuations in the hydrodynamic zone. Here, acoustic fluctuations exist

all along the length of the tube, while the fluctuations due to heater exists in a zone

around the heater (hydrodynamic zone), which is small compared to the acoustic length

scale. Hence the variables with subscript ‘a’ exist over the length of the tube (acoustic

zone, see figure 3.1), while the variables with subscript ‘c’ exists over the region around

the heater wire filament length scale lc (hydrodynamic zone, see figure 3.1) and van-

ishes as one moves away from the heater. The explanation for choosing the particular

form (power series in M ) of the above ansatz (4.4), the detailed derivation of obtaining

the separate equations for the two zones (acoustic and hydrodynamic zones) and the

coupling between them are given in Mariappan & SujithMariappan and Sujith (2010a).

Only the final system of governing equations are shown in the present paper. There are

two separate system of equations; one in the acoustic zone and another in the hydrody-

namic zone. A brief description of the system of equations is presented. The system of

equations in the acoustic zone (one dimensionalised along the length of the Rijke tube)

is as follows:

ρs
∂ua

∂ta
+

1

γ

∂pa

∂xa

= 0 (4.5a)

1

γ

∂pa

∂ta
+

∂ua

∂xa

+ ζnωnpa = q
_

δ (x− xf ) (4.5b)

where ζn =
(
C1 (ωn/ω1) + C2

√
ω1/ωn

)
/ (2π) , ζn represents damping in the acous-

tic zone due to viscosity and end losses, C1, C2 are the coefficients which determine

the amount of damping (Matveev and Culick, 2003a) and ωn/2π is the frequency as-

sociated with the Galerkin basis function (see § 4.1 of Mariappan & SujithMariappan

and Sujith (2010a)) of the oscillation,
_

δ(x) is the Dirac-delta function, which is used to
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include the compactness of the hydrodynamic zone in the acoustic equations, subscript

‘a’, ‘q’ is obtained from (4.6) and ∂/∂xa represents derivatives in the acoustic length

scale la. The above system of equations (4.5) are solved by Galerkin technique as de-

scribed in Mariappan & SujithMariappan and Sujith (2010a). Similarly the system of

equations in the hydrodynamic zone is as follows:

∇c • (up) = 0 (4.6a)

(
∂

∂tc
+ up • ∇c

)
up +

1

γ
∇cpc =

1

Rec

∇2
cup +

∂ua

∂tc

∣∣∣∣
xf

(4.6b)

∂Tp

∂tc
+ up • ∇cTp =

1

Pec

∇2
cTp (4.6c)

where, q = lwlc
PecSc

[(
2π∫
0

∇c

((
T̃w − T̃ u

0

)
Tp

/
T̄ − Ts

)
êr

dθ

)]
, tc = εta, up = ua|xf

+

us + uc, ua|xf
represents acoustic velocity (ua) at the non-dimensional heater loca-

tion xf , ∂ua/∂tc|xf
represents ∂ua/∂tc at xf , Rec = ρ̄ūlc/µ, Pec = ρ̄ūlcCp/k, Sc

represents the cross section area of the Rijke tube and ∇c represents gradient in the

length scale of the hydrodynamic zone lc. The hydrodynamic velocity fluctuations uc is

transformed into another variable up (transformation is given above), so as to make the

convective terms in the momentum equation to be same as that of the convective terms

in the conventional momentum equation for incompressible flows (Mariappan and Su-

jith, 2010a). In performing the above transformation, one moves from an inertial to an

accelerated frame of reference (ua|xf
varies with time). As a consequence, an additional

global acceleration term ∂ua/∂tc|xf
appear in 4.6b (last term). The global acceleration

term appears due to the two length scale nature of the problem (Klein, 1995). This

global acceleration term is shown to have profound effects on the stability and limit cy-

cle characteristics of the Rijke tube system (Mariappan and Sujith, 2010a). The present

study also shows that the same global acceleration term appears in the adjoint equations

and the mapping between the direct and adjoint variables. In particular the global accel-

eration term forms one of the coupling between the adjoint equations in the acoustic and

hydrodynamic zone. The above observations are explained in § 4.6.1. The non-normal

nature of the thermoacoustic interaction is investigated. One of the aims of the present

paper is to obtain the optimum initial condition for maximum growth of perturbations

at any given time Topt. Hence, a brief explanation about non-normal operator and its
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connection to the present system of equations (4.5 & 4.6) are given in the following

section.

4.2 Non-normality and transient growth

A linear dynamical system (dχ/dt = Lχ) is said to be non-normal if the linear oper-

ator ‘L’ governing the evolution of the system does not commute with its adjoint L†

(LL† 6= L†L, † indicates adjoint operator) (Golub and Loan, 1989). In such systems,

the eigenmodes (eigenvectors) are non-orthogonal. Any initial condition for the system

can be written as a linear combination of the eigenmodes. For a linearised system, sta-

ble under classical linear stability (all the eigenvalues lie in the left half of the complex

plane), all the eigenmodes are decaying monotonically in time. However, in the case

of non-normal system, the vectorial sum of the eigenmodes which gives the state of the

system at any time ‘t’ can increase (for suitable initial condition) for a short time and

eventually decay after a long time (Schmid and Henningson, 2001; Balasubramanian

and Sujith, 2008a). Mathematically a transient growth occurs in the evolution of the

L2 norm of the system
(||χ||2 = χ†χ

)
, which can be related to a physcial energy in the

disturbance (Schmid and Henningson, 2001; Nagaraja et al., 2009; Mariappan and Su-

jith, 2010b). The interplay between non-normality (transient growth) and nonlinearity

plays an important role in the subcritical transition to instability (Balasubramanian and

Sujith, 2008a; Mariappan and Sujith, 2010b).

In order to study the non-normal nature of the present Rijke tube system, the sys-

tem of equations (4.5, 4.6) are linearised, to obtain the linear operator ‘L’. The linear

operator L thus obtained does not commute with its adjoint. The system of equations in

the acoustic zone (4.5) is shown to be non-normal due to the inclusion of the unsteady

heat release term ‘q’ by Balasubramanian & SujithBalasubramanian and Sujith (2008b).

Also the equation (4.6b) is nothing but the Navier-Stokes equation for incompressible

flows, with an additional global acceleration term ∂ua/∂tc|xf
. Navier-Stokes equation

is shown to be non-normal (Waleffe, 1995). Hence the coupled system of equations (4.5

& 4.6) is non-normal. The amount of transient growth to be obtained in a non-normal

system depends on the initial condition.
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One of the important quantity to study non-normal system is the maximum possible

transient growth at a given time Topt. The corresponding initial condition, which gives

the maximum transient growth is termed as the optimum initial condition. Using the

above system of equations (4.5 & 4.6) as the starting point, the adjoint optimisation

technique is performed to obtain the optimum initial condition, which gives the maxi-

mum transient growth. Usual techniques of finding the optimum initial condition, such

as SVD (?) are computationally prohibitive due to large number of grids (see table 4.1)

involved in solving (4.6) as described earlier in the end of § ??. As the first step in

the optimisation procedure, the governing equations (4.5 & 4.6) (also called as direct

equations) with the corresponding boundary conditions are written in the appropriate

domain as explained in the following section.

4.3 Direct equations

This section deals with the direct equations governing the thermoacoustic instability

in a Rijke tube. Since the heater coil in its primitive form is a cylinder (figure 3.1),

the system of equations (4.6) is solved for the configuration of flow over an heated

cylinder. A two dimensional flow over cylinder is considered, as the spacing between

the heating wire filament is very large compared to the wire diameter (wire diameter

∼ mm, coil diameter ∼ cm). Typical steady state Reynolds number (2Rec) based

on the diameter of the wire filament is around 20 and hence vortex shedding does not

occur (see Appendix of Mariappan & SujithMariappan and Sujith (2010a)). Due to the

absence of vortex shedding phenomenon, only one-half of the flow field is simulated and

the symmetry boundary condition is enforced. Plane polar coordinate system is used so

as to implement the no-slip boundary condition on the surface of the wire filament

(circular cylinder). Moreover, fluid viscosity and thermal conductivity are assumed to

be independent of temperature so that momentum and energy equations are decoupled.

Hence, the continuity and momentum equations are solved simultaneously. The velocity

field thus obtained, is used to compute the temperature field. For simplicity in notation,

the subscripts ‘p’ and ‘c’ are dropped from (4.6). The flow domain is shown in figure

(C.1). The system of equations (4.6) in plane polar co-ordinates are the following:
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Figure 4.1: Flow domain and boundary conditions.

Continuity :
∂u

∂r
+

u

r
+

1

r

∂v

∂θ
= 0 (4.7a)

‘r’ Momentum :
∂u

∂t
+

∂u2

∂r
+

1

r

∂uv

∂θ
+

u2 − v2

r
= −∂p

∂r
+

1

Re

(
∇2u− u

r2
− 2

r2

∂v

∂θ

)
+

∂uar

∂t
(4.7b)

‘θ’ Momentum :
∂v

∂t
+

∂uv

∂r
+

1

r

∂v2

∂θ
+

2uv

r
= −1

r

∂p

∂θ
+

1

Re

(
∇2v +

2

r2

∂u

∂θ
− v

r2

)
+

∂uaθ

∂t
(4.7c)

Energy :
∂T

∂t
+ u

∂T

∂r
+

v

r

∂T

∂θ
=

1

Pe
∇2T (4.7d)

with the following boundary condition

Cylinder surface r = 1 :

u(1, θ) = v(1, θ) = 0

∂p(1, θ)

∂r
= 0

T (1, θ) = 1





0 ≤ θ ≤ π

Far field r →∞:

u(r →∞, θ) = 1 + ua|xf
cos θ

v(r →∞, θ) = 1− ua|xf
sin θ

∂p(r →∞, θ)

∂r
= 0

T (r →∞, θ) = 0





π

2
≤ θ ≤ π,

∂u(r →∞, θ)

∂r
= 0

∂v(r →∞, θ)

∂r
= 0

p(r →∞, θ) = 0

∂T (r →∞, θ)

∂r
= 0





0 ≤ θ <
π

2
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Symmetry θ = 0, π :

∂u(r, θ)

∂θ
= 0

v(r, θ) = 0

∂p(r, θ)

∂θ
= 0

∂T (r, θ)

∂θ
= 0





1 ≤ r < ∞

where ∇2 = ∂2/∂r2 + ∂/(r∂r) + 1/(r2∂θ2), u, v - velocity components in ‘r’ and

‘θ’ directions. Linear optimal is obtained in the present investigation; i.e. the optimum

initial condition obtained from the linearised governing equations. The present pa-

per applies the adjoint optimisation procedure to a problem which involves two length

scale problems. Obtaining nonlinear optimal; i.e., the optimal initial condition obtained

from the nonlinear governing equations is beyond the scope of the present paper. It is

recommeded to first obtain the linear optimal and study the evolution of the linear opti-

mal and understand the role of non-normality on the dynamics of the system. Obtaining

the nonlinear optimal can the be performed as the next step. In obtaining the linear op-

timal, the governing equations (4.5, 4.7) are linearised. The system of equations (4.5) is

already linear, whereas the system of equations (4.7) is nonlinear. The latter is linearised

with the following decomposition u = Ū + u′, v = V̄ + v′, p = P̄ + p′, T = T̄ + T ′,

where over bar (̄ ) indicates the steady state variables and prime (′) indicates the fluc-

tuations from the steady state. The decomposition of the variables is applied to (4.7) to
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give the following linearised equations (primes ′ are removed for convenience).

F1 = ρs
∂ua

∂ta
+

1

γ

∂pa

∂xa

= 0 (4.9a)

F2 =
1

γ

∂pa

∂ta
+

∂ua

∂xa

+ ζnωnpa −

k

π∫

0

∂T

∂r

∣∣∣∣
(1,θ,ta)

dθ


 _

δ (x− xf ) = 0 (4.9b)

F3 =
∂u

∂r
+

u

r
+

1

r

∂v

∂θ
= 0 (4.9c)

F4 =
∂u

∂tc
+ 2

∂
(
Ūu

)

∂r
+

1

r

∂
(
Ūv + V̄ u

)

∂θ
+

2

r

(
Ūu− V̄ v

)

+
∂p

∂r
− 1

Re

(
∇2u− u

r2
− 2

r2

∂v

∂θ

)
− ∂uaf

∂t
cos θ = 0 (4.9d)

F5 =
∂v

∂tc
+

∂
(
Ūv + V̄ u

)

∂r
+

2

r

∂
(
V̄ v

)

∂θ
+

2

r

(
Ūv + V̄ u

)

+
1

r

∂p

∂θ
− 1

Re

(
∇2v +

2

r2

∂u

∂θ
− v

r2

)
+

∂uaf

∂t
sin θ = 0 (4.9e)

F6 =
∂T

∂tc
+ Ū

∂T

∂r
+ u

∂T̄

∂r
+

V̄

r

∂T

∂θ
+

v

r

∂T̄

∂θ
− 1

Pe
∇2T = 0 (4.9f)

where, k = 2lwlc

(
T̃w − T̃ u

0

)/(
PecScT̄

)
, T̃w is the surface temperature of the heater

wire, T̃ u
0 is the temperature upstream of the heater. The boundary conditions corre-

sponding to (4.9) are the following:

Acoustic zone:

Ha1 = pa (0, t)− pa0 = 0 (4.10a)

Ha2 = pa (1, t)− pa1 = 0 (4.10b)

Hydrodynamic zone:

In the hydrodynamic zone, the numerical subscript indicates the location of the

boundary condition as in figure (C.1), whereas the last subscript represents the variable

to which the boundary condition is applied. For eg. Hh1u has the numerical subscript

‘1’, which corresponds to the surface of the cylinder as shown in figure C.1 and the last
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subscript ‘u’ represents the variable u..

Hh1u = u(1, θ, t)− u0 = 0, 0 ≤ θ ≤ π (4.11a)

Hh2u = ∂u(∞, θ, t)/∂r − u∞d = 0, 0 ≤ θ ≤ π/2 (4.11b)

Hh3u = u(∞, θ, t)− uaf cos θ = 0, π/2 < θ ≤ π (4.11c)

Hh4u = ∂u(r, 0, t)/∂θ − us1 = 0, 1 ≤ r < ∞ (4.11d)

Hh5u = ∂u(r, π, t)/∂θ − us2 = 0, 1 ≤ r < ∞ (4.11e)

Hh1v = v(1, θ, t)− v0 = 0, 0 ≤ θ ≤ π (4.12a)

Hh2v = ∂v(∞, θ, t)/∂r − v∞d = 0, 0 ≤ θ ≤ π/2 (4.12b)

Hh3v = v(∞, θ, t) + uaf sin θ = 0, π/2 < θ ≤ π (4.12c)

Hh4v = v(r, 0, t)− vs1 = 0, 1 ≤ r < ∞ (4.12d)

Hh5v = v(r, π, t)− vs2 = 0, 1 ≤ r < ∞ (4.12e)

Hh1p = ∂p(1, θ, t)/∂r − p0d = 0, 0 ≤ θ ≤ π (4.13a)

Hh2p = p(∞, θ, t)− p∞ = 0, 0 ≤ θ ≤ π/2 (4.13b)

Hh3p = ∂p(∞, θ, t)/∂r − p∞d = 0, π/2 < θ ≤ π (4.13c)

Hh4p = ∂p(r, 0, t)/∂θ − ps1 = 0, 1 ≤ r < ∞ (4.13d)

Hh5p = ∂p(r, π, t)/∂θ − ps2 = 0, 1 ≤ r < ∞ (4.13e)

Hh1T
= T (1, θ, t)− T0 = 0, 0 ≤ θ ≤ π (4.14a)

Hh2T
= ∂T (∞, θ, t)/∂r − T∞d = 0, 0 ≤ θ ≤ π/2 (4.14b)

Hh3T
= T (∞, θ, t)− T∞ = 0, π/2 < θ ≤ π (4.14c)

Hh4T
= ∂T (r, 0, t)/∂θ − Ts1 = 0, 1 ≤ r < ∞ (4.14d)

Hh5T
= ∂T (r, π, t)/∂θ − Ts2 = 0, 1 ≤ r < ∞ (4.14e)
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The initial conditions for (4.9) are given by

Gua = ua (x, 0)− u0
a = 0 (4.15a)

Gpa = pa (x, 0)− p0
a = 0 (4.15b)

Gu = u (r, θ, 0)− u0 = 0 (4.15c)

Gv = v (r, θ, 0)− v0 = 0 (4.15d)

Gp = p (r, θ, 0)− p0 = 0 (4.15e)

GT = T (r, θ, 0)− T 0 = 0 (4.15f)

where pa0 = pa1 = u0 = u∞d = us1 = us2 = .... = Ts1 = Ts2 = 0. Having

obtained the linearised governing equations for the Rijke tube system, the next step

is to define an energy, which measures the growth or decay of disturbances. The dis-

turbance energy thus chosen is used to measure the non-normal nature of the system

(see § 4.2). There has been a significant discussion in the past on choosing the correct

energy in order to describe the non-normal nature of the system (Hanifi et al., 1996;

Sameen and Govindarajan, 2007; Guegan et al., 2008). For incompressible flows the

total kinetic energy of the perturbations over the domain is used as a measure (norm)

in order to quantify the non-normal nature of the fluid flows (Schmid and Henning-

son, 2001). Also, when the total kinetic energy of the perturbations is used as a norm

for incompressible flows, the contribution to the norm from nonlinear terms vanishes

to zero. This is due to the fact that the nonlinear terms in the Navier-Stokes equation

for incompressible flows are energy conserving in nature (provided the perturbations

vanishes at the boundary, like in plane Poiseuille flow). Since the nonlinear terms are

energy conserving, the transition to instability happens via linear mechanism - transient

growth due to the non-normal nature of the system. Also it was shown that non-normal

nature of the governing linearised operator is a necessary condition for the subcritical

transition to instability in shear flows (Henningson et al., 1993; Henningson and Reddy,

1994). The same conclusion can be extended to any system, where the nonlinear terms

conserve energy (Krechetnikov and Marsden, 2009).

In the analysis of thermoacoustic instability in a model problem, Rijke tube, acous-

tic energy is chosen as the norm to study the non-normal nature of the thermoacoustic
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interaction (Balasubramanian and Sujith, 2008b; Nagaraja et al., 2009). In the above

model problem of thermoacoustic interaction in a Rijke tube, an algebraic model (quasi-

steady) for the unsteady heat release rate from the electrical heater due to acoustic ve-

locity is used. Hence the degrees of freedom of the dynamical system (modeling the

Rijke tube) is restricted to the acoustic variables. Instead of an algebraic model for the

response of the heat source, solving the equations, which governs the dynamics of heat

source gives a more representative solution for the physical problem. The inclusion

of the dynamics of the heat source increases the number of degrees of the freedom of

the thermoacoustic system, which now comprises of not only the acoustic variables but

also the variables representing the dynamics of the heat source. The degrees of freedom

in the unsteady heat release rate are shown to be important in the context of the non-

normal nature of thermoacoustic instability in solid rocket motor (Mariappan and Sujith,

2010b). The energy defined in Mariappan & SujithMariappan and Sujith (2010b) not

only included acoustic energy, but also the total contribution from the variables repre-

senting the dynamics of the heat source. The disturbance energy was obtained so that

the L2 norm of the state space variables represented the disturbance energy. This is

due to the fact that L2 norm of a dynamical system can be easily obtained using SVD

(Golub and Loan, 1989) for which the tools are already well developed. Although, the

disturbance energy was not obtained from rigorous mathematical arguments, the paper

(Mariappan and Sujith, 2010b) explained the importance of the variables representing

the dynamics of the heat source in the context of the non-normal nature of the system.

Hence in the present paper, the dynamics of the heat source (4.9c-f ) is included.

As an extension of acoustic energy, which gives the energy in isentropic distur-

bance (Rienstra and Hirschberg, 2008), Myers’ energy (Myers, 1991) is used as the

disturbance energy in the present paper. Myers’ energy gives the energy in an arbitrary

disturbance (not necessarily an isentropic disturbance) in non-reacting flows. An ex-

tension of Myers’ energy for reacting flows is given by Nicoud & PoinsotNicoud and

Poinsot (2005) , Giauque, Poinsot, Brear & NicoudGiauque et al. (2006). The nonlin-

ear terms in the governing equations (4.2) do not conserve Myers’ energy. This is in

contrast to the nonlinear terms in the Navier-Stokes equation (governing incompressible

flows), which conserves kinetic energy Henningson and Reddy (1994). Although the

property of energy conservation by the nonlinear terms is not present in Myers’ energy
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(Myers, 1991), it is the most appropriate form of disturbance energy that is available at

present to analyse the non-normal nature of the Rijke tube system. Myers’ energy for

isentropic and incompressible flows simplifies to acoustic and kinetic energy respec-

tively (Chu, 1965; Myers, 1991). In the present problem, there are two length scales

involved (see § 4.1). Hence the derivation of disturbance energy from Myers’ energy

has to be performed carefully and is performed in the following section.

4.4 Myers’ energy

Disturbance energy is defined as the energy in any perturbations and can be used as

a measure of growth or decay of the perturbations in a dynamical system. The start-

ing point for the derivation of generalized disturbance energy is the expression from

MyersMyers (1991), who obtained energy in any arbitrary perturbations with mean

flow taken into account. The perturbations are not restricted to an acoustic disturbance.

They can be any generalised perturbations in the flow field. In the present paper, the dis-

turbance energy corresponding to the second order energy corallory from MyersMyers

(1991) is used, as the asymptotic expansion (4.4) has terms upto second order in M .

Moreover the leading order (in powers of M ) representation of the disturbance en-

ergy (exact disturbance energy) corresponding to the exact energy corollary is precisely

same as the disturbance energy (second order disturbance energy) corresponding to the

second order energy corollary MyersMyers (1991). Thus it is sufficient to use the sec-

ond order disturbance energy expression for the definition of disturbance energy in the

present context. The disturbance energy per unit volume
(
Ẽv

)
, as defined by My-

ersMyers (1991) for (4.3) is

Ẽv =
ρ̄Ū2

2

(
P̄

ρ̄Ū2

((
ρ′

ρs

)2

+
1

γ − 1

(
T ′

Ts

)2
)

+ ρsu
′2 + 2usρ

′u′
)

(4.16)

107



where prime (′) represents the fluctuating quantities from the steady state. The fluctuat-

ing quantities in the above equation are identified from the ansatz (4.4) as following:

ρ′ = Mρa, u′ = ua + uc,

p′ = Mpa + M2pc, T ′ = Tc + MTa

(4.17)

Substituting the above expressions in (4.16) gives

Ẽv =
ρ̄Ū2

2




P̄

ρ̄Ū2

((
Mρa

ρs

)2

+
1

γ − 1

(
Tc + MTa

Ts

)2
)

+ ρs (ua + uc)
2 + 2us (Mρa) (ua + uc)


 (4.18)

The total disturbance energy (Ẽd) is the integral of Ẽv over the entire volume. The

volume is divided into three regions. The first one is the acoustic zone upstream of the

heater, second one is the hydrodynamic zone and the third one is again the acoustic

zone downstream of the heater (figure 3.1). The disturbance energy in the three zones

are then summed to get the total disturbance energy as follows:

Ẽd = Sc

xf−ς∫

0

Ẽvdx̃a +

∫∫∫⊙

Vc

ẼvdṼc+Sc

la∫

xf+ς

Ẽvdx̃a, ς → 0 (4.19)

The above integrals are evaluated in the appropriate zones as explained in the following

subsections. Disturbance energy in the acoustic zone is first evaluated as follows.

4.4.1 Acoustic zone

The first and last terms in (4.19) represent the energy stored in the acoustic field. The

expression for acoustic energy is Ẽac = Sc

(
xf−ς∫
0

Ẽvdx̃a +
la∫

xf+ς

Ẽvdx̃a

)
, ς → 0. Ẽac

is evaluated with the following additional equations, which simplifies the expression for

Ẽv in the acoustic zone.

uc = 0, δ → 0,
Ta

Ts

= pa − ρa

ρs

→ equation of state

ρa

ρs

=
1

γ
pa → isentropic relation

(4.20)
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Using the above equation, acoustic energy (Ẽac) is obtained as:

Ẽac =
(
ρ̄Ū2Scla

/
2
)




xf−ς∫

0

((
pa

γ

)2

+ ρsu
2
a + 2Mρsusua

(
pa

γ

))
dxa

+

1∫

xf+ς

((
pa

γ

)2

+ ρsu
2
a + 2Mρsusua

(
pa

γ

))
dxa




, ς → 0

(4.21)

Now, as M → 0, the last term in the integrals drops out. Further, non-dimensionalising

Ẽac using ρ̄Ū2Scla
/
2 gives the final form of non-dimensional acoustic energy (Eac).

Eac =
Ẽac

ρ̄Ū2Scla
/
2

=

xf−ς∫

0

((
pa

γ

)2

+ ρsu
2
a

)
dxa+

1∫

xf+ς

((
pa

γ

)2

+ ρsu
2
a

)
dxa, ς → 0

(4.22)

It is important to note that the effect of mean flow does not appear in the acoustic energy,

because the flow is at very low Mach number. The next step is the evaluation of the

second integral in (4.19), which represents the disturbance energy in the hydrodynamic

zone.

4.4.2 Hydrodynamic zone

Evaluation of disturbance energy in the hydrodynamic zone is performed as follows

Ẽc =

∫∫∫⊙

Vc

ẼvdṼc =
ρ̄Ū2

2

∫∫∫⊙

Vc




1

γM2

(
(Mρa)

2 +
1

γ − 1
(Tc + MTa)

2

)

+ (ua + uc)
2 + 2us (Mρa) (ua + uc)


 (4.23)

where, Vc is the volume of hydrodynamic zone, ρs = 1 due to the constant density as-

sumption (Buckmaster, 2002; Kurdyumov and Matalon, 2004) and non-dimensionalisation

(§ 4.1) performed in the hydrodynamic zone. In obtaining Ẽc in the hydrodynamic zone,

the leading order contribution for Ẽc from all the state space variables (uc, Tc) in the

hydrodynamic zone is taken into account. It is important to include the contribution

(upto the leading order) from all the state space variables in Ẽd. Otherwise the map-

ping between the direct and adjoint variables (see 4.36 & 4.37) will be inconsistent.

Non-dimensionalising Ẽc using ρ̄Ū2Scla
/
2 as before for Ẽac leads to the following ex-
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pression for the non-dimensionalised disturbance energy in the hydrodynamic zone.

Ec =
lwl2c
Scla

∞∫

r=1

2π∫

θ=0

(
uc + ua|xf

)2

rdrdθ +
lwε2

Sclaγ (γ − 1)

∞∫

r=1

2π∫

θ=0

T 2
c

Ts

rdrdθ (4.24)

According to our convention and linearisation of the variables as in § 4.3, Ec takes the

following form

Ec =
2lwl2c
Scla

∞∫

r=1

π∫

θ=0

(
u2 + v2

)
rdrdθ +

2lwl2c

(
T̃w − T̃ u

0

)

SclaγM (γ − 1) T̄

∞∫

r=1

π∫

θ=0

T 2

Ts

rdrdθ (4.25)

The symmetry boundary condition is enforced in the hydrodynamic zone (see ap-

pendix of Mariappan & SujithMariappan and Sujith (2010a)) and hence a factor ‘2’ is

included in the coefficients of (4.25). In the above equation, the limits of integration

represent the boundary of the hydrodynamic zone in plane polar co-ordinates. The tem-

perature fluctuations (T ) in the hydrodynamic zone vanishes as one moves away from

the hydrodynamic zone (r →∞) due to its boundary conditions (4.14b & 4.14c). Thus

the quantity T 2/Ts in the second integral of (4.25) vanishes as (r →∞). It is also

observed from the present numerical simulation that T 2/Ts decays to zero faster than

1/r2 for large values of ‘r’ (r ∼ 50). Hence the second integral in (4.25) converges.

On the other hand, the freestream of the hydrodynamic zone is perturbed by the acous-

tic velocity ua|xf
(see boundary conditions 4.11b, 4.11c, 4.12b & 4.12c). Hence the

quantity u2 + v2 in the first integral of (4.25) does not vanish as r → ∞, leaving a

non-convergent integral. A convergence factor λ (r) = e−((r−1)/Lcu)2 is used to make

the integral convergent and Ec takes the form as shown in (4.26). In the expression for

λ (r), Lcu is the cut off radius, which limits the contribution of u2 + v2 to Ec beyond

the cut off radius. It is also verified from the present simulation that optimum initial

condition obtained does not vary significantly beyond some value of Lcu (see figure 4.3

& § 4.8.2). A similiar technique is followed by Guegan, Schmid & HuerreGuegan et al.

(2008) in the problem of obtaining a spatial optimal disturbance in an infinite upstream
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environment similiar to the present case. The final expression for Ec is given as follows:

Ec =
2lwl2c
Scla

∞∫

r=1

π∫

θ=0

λ (r)
(
u2 + v2

)
rdrdθ +

2lwl2c

(
T̃w − T̃ u

0

)

SclaγM (γ − 1) T̄

∞∫

r=1

π∫

θ=0

T 2

Ts

rdrdθ

(4.26)

Now all the terms in (4.19) are evaluated. The sum of equations (4.22) and (4.26)

give the total non-dimensionalised disturbance energy (Ed) and is given by:

Ed =Eac + Ec =

xf−ς∫

0

((
pa

γ

)2

+ ρsu
2
a

)
dxa +

1∫

xf+ς

((
pa

γ

)2

+ ρsu
2
a

)
dxa

︸ ︷︷ ︸
acoustic zone

+
2lwl2c
Scla

∞∫

r=1

π∫

θ=0

λ (r)
(
u2 + v2

)
rdrdθ +

2lwl2c

(
T̃w − T̃ u

0

)

SclaγM (γ − 1) T̄

∞∫

r=1

π∫

θ=0

T 2

Ts

rdrdθ

︸ ︷︷ ︸
hydrodynamic zone

, ς → 0

(4.27)

The disturbance energy (Ed) obtained is also used as a measure for examining the

growth or decay of oscillations in the system. The above expression for disturbance

energy (4.27) is used as the norm to study the non-normal nature of the present Rijke

tube system. This norm is used in the cost functional, which is to be maximised over all

possible initial conditions and is taken up in the following section.

4.5 Definition of the cost functional

As already explained in § 4.2, thermoacoustic systems are non-normal. Due to the non-

normal nature, the system shows a transient growth in energy during its evolution of

an initial perturbation, even for a linearly stable system. But eventually the oscillations

decay to zero. This transient growth must be measured with some scalar measure. The

last part of § 4.3 dealt with the energy to be used to analyse the non-normal nature of

the present thermoacoustic system. In the present paper, amplification of energy (from

t = 0) in a small arbitrary perturbation (Myers’ energy, § 4.4) is used as the measure

for quantifying transient growth. The cost functional (=, equation 4.28) is defined as
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the ratio of Et
d at time t = T and t = 0.

= =
E

Topt

d (pa, ua, u, v, p, T )

E0
d (pa, ua, u, v, p, T )

(4.28)

where Et
d =

1∫
0

(p2
a + ρsu

2
a)|(x,t) dx +

∞∫
r=1

π∫
θ=0

(βT 2/Ts + αλ (r) (u2 + v2))|(r,θ,t) rdrdθ,

α = 2lwl2c/Scla, β = 2lwl2c

(
T̃w − T̃0

)/(
SclaγM (γ − 1) T̄

)
(see 4.27). Thus = rep-

resents the amplification of the disturbance energy at t = Topt. The above quantity (=)

depends on the initial condition of the system. The aim of the present study is to identify

that initial condition, which maximises = at time t = Topt. The above is an optimisa-

tion problem, with constraints as the governing equations (4.9), boundary (4.10, 4.11,

4.12, 4.13 & 4.14) and initial conditions (4.15). This constrained optimisation problem

is converted into an unconstrained problem by introducing the Lagrange function (Γ),

corresponding to the above cost functional (4.28), governing equations (4.9), bound-

ary (4.10, 4.11, 4.12, 4.13 & 4.14) and initial conditions (4.15). The above technique

is explained by GunzburgerGunzburger (2003). The expression for Γ is given by the

following:

Γ = =︸︷︷︸
cost functional

−〈F1, ũa〉a − 〈F2, p̃a〉a − 〈F3, ũ〉h − 〈F4, ṽ〉h − 〈F5, p̃〉h −
〈
F6, T̃

〉
h︸ ︷︷ ︸

governing equations

−
∑

m=0,1

{
Ham , H̃am

}
a
−

∑
n=u,v,p,T

{
Hh1n , H̃h1n

}
hrs

−
∑

n=u,v,p,T

{
Hh2n , H̃h2n

}
hr1∞

−
∑

n=u,v,p,T

{
Hh3n , H̃h3n

}
hr2∞

−
∑

n=u,v,p,T

{
Hh4n , H̃h4n

}
hθ

−
∑

n=u,v,p,T

{
Hh5n , H̃h5n

}
hθ

︸ ︷︷ ︸
boundary conditions

−
∑

n=ua,pa

[
Gn, G̃n

]
a
−

∑
n=u,v,p,T

[
Gn, G̃n

]
h

︸ ︷︷ ︸
initial conditions

(4.29)
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where

〈q1, q2〉a =

Topt∫

t=0

1∫

x=0

q1q2dxdt, 〈q1, q2〉h =

Topt∫

t=0

π∫

θ=0

∞∫

r=1

q1q2rdrdθdt,

{q1, q2}a =

Topt∫

t=0

q1q2dt, {q1, q2}hrs
=

Topt∫

t=0

π∫

θ=0

q1q2dθdt,

{q1, q2}hr1∞ =

Topt∫

t=0

π/2∫

θ=0

q1q2rdθdt

∣∣∣∣∣∣
r→∞

, {q1, q2}hr2∞ =

Topt∫

t=0

π∫

θ=π/2

q1q2rdθdt

∣∣∣∣∣∣∣
r→∞

,

{q1, q2}hθ
=

Topt∫

t=0

∞∫

r=1

q1q2drdt, [q1, q2]a =

1∫

x=0

q1q2dx, [q1, q2]h =

π∫

θ=0

∞∫

r=1

q1q2rdrdθ

Tilde (˜ ) represents the adjoint variables (in general called ‘Lagrange multipliers’).

Now the next step in the optimisation procedure is to derive the adjoint equations and

the corresponding adjoint boundary conditions, which is performed in the next section.

4.6 Adjoint system

Maximisation of = requires the first variation of Γ with respect to the direct and ad-

joint variables must be zero (Gunzburger, 2003). The zeros of the first variations of

Γ
(
∂Γ/∂ũa = ∂Γ

/
∂p̃a = .... = ∂Γ

/
∂G̃T = 0

)
with respect to the adjoint variables,

give back the original governing equations (4.9) along with the initial (4.15) and bound-

ary conditions (4.10, 4.11, 4.12, 4.13 & 4.14). The zeros of the first variations of Γ

(∂Γ/∂ua = ∂Γ/∂pa = .... = ∂Γ/∂GT = 0) with respect to the direct variables, give

rise to the adjoint equations with the adjoint initial and boundary conditions. A brief

indication of the steps involved in deriving the adjoint equation and the corresponding

boundary condition are given in Appendix D.

4.6.1 Adjoint equations

In the present paper, the derivation of the adjoint equations and the corresponding

boundary and initial conditions is similar to that in Corbett & BottaroCorbett and Bot-
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taro (2001) and Guegan, Schmid & HuerreGuegan et al. (2008). The adjoint equations

obtained after performing the steps indicated in Appendix D are

F̃1 = ρs
∂ũa

∂ta
+

1

γ

∂p̃a

∂xa

+




π∫

θ=0

∞∫

r=1

(
sin θ

∂ṽ

∂tc
− cos θ

∂ũ

∂tc

)
rdrdθ


 _

δ (x− xf ) = 0

(4.30a)

F̃2 =
1

γ

∂p̃a

∂ta
+

∂ũa

∂xa

− ζnωnp̃a = 0 (4.30b)

F̃3 =
∂ũ

∂r
+

ũ

r
+

1

r

∂ṽ

∂θ
= 0 (4.30c)

F̃4 =
∂ũ

∂tc
+ 2Ū

∂ũ

∂r
+

V̄

r

∂ũ

∂θ
+ V̄

∂ṽ

∂r
− V̄ ṽ

r
+

∂p̃

∂r
− ∂T̄

∂r
T̃

+
1

Re

(
∇2ũ− ũ

r2
− 2

r2

∂ṽ

∂θ

)
= 0 (4.30d)

F̃5 =
∂ṽ

∂tc
+ Ū

∂ṽ

∂r
− Ū ṽ

r
+

Ū

r

∂ũ

∂θ
− 2V̄

∂ũ

∂r
+

1

r

∂p̃

∂θ
− 1

r

∂T̄

∂θ
T̃

+
1

Re

(
∇2ṽ +

2

r2

∂ũ

∂θ
− ṽ

r2

)
= 0 (4.30e)

F̃6 =
∂T̃

∂tc
+ Ū

∂T̃

∂r
+

V̄

r

∂T̃

∂θ
+

1

Pe
∇2T̃ = 0 (4.30f)

There are two significant differences between the direct (4.9) and adjoint (4.30) equa-

tions and it is useful to discuss about them in the present context. The first difference

is that the direct energy equation F6 = 0 (4.9f) in the hydrodynamic zone is solved

after obtaining the direct velocity fields from solving F3 = F4 = F5 = 0 (4.9c, 4.9d

& 4.9e). The temperature field T thus obtained is used as the source in the acoustic

energy equation F2 = 0 (4.9b). Thus the order in which the direct equations are solved

is F3 = F4 = F5 = 0 → F6 = 0 → F1 = F2 = 0. On the other hand, in solving the ad-

joint equations (4.30) an exactly reverse order is employed. Note that the adjoint energy

equations F̃6 = 0 (4.30f) does not have any adjoint velocity fields but T̃ appears in the

source terms of the adjoint momentum equations F̃4 = F̃5 = 0 (4.30d & 4.30e). Hence

(4.30f) is solved first, followed by solving simultaneously (4.30c, 4.30d & 4.30e). The

obtained adjoint velocity fields (ũ & ṽ) acts as a source for the adjoint acoustic momen-

114



tum equation F̃1 = 0 (4.30a). Thus the order in which the adjoint equations are solved

are as follows; F̃6 = 0 → F̃3 = F̃4 = F̃5 = 0 → F̃1 = F̃2 = 0. Hence the adjoint

equations are solved exactly in the reverse order as that of the direct equations.

The second difference is the following. The Laplacian operator ∇2 is self-adjoint

(Appendix D.0.2). Other operators like gradient ∇ changes its sign (Appendix D.0.1).

Hence there is a difference in the sign of the diffusion terms in the adjoint equations

(4.30d-f, adjoint equations are multiplied by ‘−1’ to make the term ∂/∂t positive) in-

comparison to the diffusion terms (associated with the damping in the system) in the

direct equations (4.9d-f ). Also note that the damping term ζnωnpa in the direct acoustic

energy equation (4.9b) changes its sign in the adjoint acoustic energy equation (4.30b).

Thus the diffusion terms, which dampen the perturbations during the forward evolution

of the direct equations (4.9), dampen the perturbations during the backward evolution of

the adjoint equations (4.30). This observation is consistent with the solution procedure

for solving the direct and adjoint equations, where the direct equations are marched

forward in time, while the adjoint equations are marched backward in time. The above

solution procedure for the direct and adjoint equations is discussed later in § 4.7.

As mentioned in § 4.1, the global acceleration term in the direct equations, last term

in the momentum equations of the hydrodynamic zone, (∂uaf/∂t) cos θ in (4.9d) &

− (∂uaf/∂t) sin θ in (4.9e) has profound implications in the adjoint equations (4.30)

as follows. The term −
π∫

θ=0

∞∫
r=1

(sin θ (∂ṽ/∂tc)− cos θ (∂ũ/∂tc)) rdrdθ appearing in

the adjoint acoustic momentum equation (4.30a) acts a source term from the hydro-

dynamic zone to the acoustic zone. The above term can be identified as an adjoint

unsteady heat release rate term q̃ corresponding to the unsteady heat release rate term

q = k
∫ π

0
(∂T/∂r)|(1,θ,ta) dθ in the direct acoustic energy equation (4.9b). The origin

of the adjoint heat release term q̃ is associated with the global acceleration term in the

direct equations. During one of the steps in the extremisation of the Lagrangian Γ (§

4.28), the global acceleration terms in (4.9d & 4.9e) are integrated by parts (as briefly

explained in appendix D). The integrals obtained after the process (boundary terms also

appear, which enter the mapping between the direct and adjoint variables and will be

explained in § 4.6.3) appear as q̃. Thus the role of global acceleration term is identified

as the coupling term from the adjoint equations in the hydrodynamic zone to the adjoint
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equations in the acoustic zone.

4.6.2 Adjoint boundary conditions

The boundary conditions corresponding to (4.30) are the following:

Acoustic zone:

p̃a (0, t) = p̃a (1, t) = 0 (4.31)

Hydrodynamic zone:

ũ(1, θ, t) = 0, 0 ≤ θ ≤ π (4.32a)

ũ(∞, θ, t) = 0, 0 ≤ θ ≤ π (4.32b)

∂ũ(r, 0, t)/∂θ = ∂ũ(r, π, t)/∂θ = 0, 1 ≤ r < ∞ (4.32c)

ṽ(1, θ, t) = 0, 0 ≤ θ ≤ π (4.33a)

ṽ(∞, θ, t) = 0, 0 ≤ θ ≤ π (4.33b)

ṽ(r, 0, t) = ṽ(r, π, t) = 0, 1 ≤ r < ∞ (4.33c)

p̃(1, θ, t) = − 1

Re

∂ũ(1, θ, t)

∂r
, 0 ≤ θ ≤ π (4.34a)

p̃(∞, θ, t) = − 1

Re

∂ũ(∞, θ, t)

∂r
, 0 ≤ θ ≤ π (4.34b)

p̃(r, 0, t) = −
(

Ū(r, 0, t)ũ(r, 0, t) +
1

Re

∂ṽ(r, 0, t)

∂r

)
, 1 ≤ r < ∞ (4.34c)

p̃(r, π, t) = −
(

Ū(r, π, t)ũ(r, π, t) +
1

Re

∂ṽ(r, π, t)

∂r

)
, 1 ≤ r < ∞ (4.34d)
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T̃ (1, θ, t) = kPeũa (xf , t) , 0 ≤ θ ≤ π (4.35a)

T̃ (∞, θ, t) = 0, 0 ≤ θ ≤ π (4.35b)

T̃ (r, 0, t) = T̃ (r, π, t) = 0, 1 ≤ r < ∞ (4.35c)

As described earlier (§ 4.30) about the difference between the direct and adjoint equa-

tions, the difference in the direct and adjoint equations are discussed as follows. One of

the coupling from the acoustic zone to the hydrodynamic zone in the direct equations

is through the freestream boundary condition for u & v (4.11c & 4.12c), which acts as

the source for the direct momentum equations (4.9d & 4.9e). In contrast the coupling

from the acoustic zone to the hydrodynamic zone in the adjoint equations is through the

adjoint temperature T̃ at the surface of the heater (4.35a).

4.6.3 Mapping between direct and adjoint variables

The mapping (D → A) from direct to adjoint variables at time t = Topt is given by

p̃Topt
a =

2p
Topt
a

E0
, ũTopt =

2αλεuTopt

E0
, ṽTopt =

2αλεvTopt

E0
, T̃ Topt =

2βεT Topt

E0T̄

ũTopt
a =

2u
Topt
a

E0
+




π∫

θ=0

∞∫

r=1

(
ũTopt cos θ − ṽTopt sin θ

ερs

)
rdrdθ


 _

δ (x− xf )

(4.36)

The return mapping (A → D) from adjoint to direct variables at time t = 0 is given by

u0
a =

(E0)
2

2ETopt


ũ0

a −



π∫

θ=0

∞∫

r=1

(
ũ0 cos θ − ṽ0 sin θ

ερs

)
rdrdθ


 _

δ (x− xf )




p0
a =

(E0)
2
p̃0

a

2ETopt
, u0 =

(E0)
2
ũ0

2αλεETopt
, v0 =

(E0)
2
ṽ0

2αλεETopt
, T 0 =

(E0)
2
T̃ 0

2βεETopt

(4.37)

As mentioned in the last paragraph of § 4.6.1, the boundary terms obtained dur-

ing the integration by parts applied to the global acceleration term appear inside the

integrals in (4.36 & 4.37). If one neglects the peudo-acceleration term, the mapping

simplifies to just rescaling the variables (Corbett and Bottaro, 2001). Another impor-
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tant point to be noted here is that the homogeneous boundary condition for the adjoint

velocity field (u & v) as r →∞ (4.32b & 4.33b) allows one to expect the integral over

the hydrodynamic zone in (4.36 & 4.36) to converge. The convergence of the same has

been checked from the present numerical simulation.

4.7 Solution procedure

The system of equations (4.9 & 4.30) are then solved with the corresponding boundary

conditions (4.10-4.14 & 4.31-4.35) with the above mappings (4.36 & 4.37) between the

direct and adjoint variables. In the present paper, power iteration procedureGuegan et al.

(2008) is used to solve the direct and adjoint equations. The algorithm is as follows.

An initial suitable guess value for the state space variables (u0
a, p0

a, u0, v0, p0 & T 0) is

used as the starting value for the algorithm. Then the direct equations (4.9) is marched

forward in time upto t = Topt. The direct variables at t = Topt is mapped to the adjoint

variables at t = Topt using the mapping (4.36). Then the adjoint equations (4.30) is

marched backward in time up to t = 0. Then the adjoint variables at t = 0 is mapped

back to the direct variables at t = 0 using the mapping (4.37), which is again fed as

the initial condition to the direct equations. The process is repeated until convergence

in the initial condition in the direct variables are obtained. The final converged initial

condition gives the optimum initial condition for maximum transient growth in the dis-

turbance energy Et
d. The power iteration algorithm fails if the initial guess value for the

initial condition is orthogonal (corresponding to the inner product defined in § 4.5) to

the optimum initial condition, which is a rare scenario. Both the direct (4.9a & 4.9b)

and adjoint (4.30a & 4.30b) acoustic equations are solved by Galerkin technique, while

the direct (4.9c - 4.9f) and adjoint (4.30c - 4.30f) equations in the hydrodynamic zone

are solved by finite difference technique. The above procedure for solving the direct

equations is given in detail in Mariappan & SujithMariappan and Sujith (2010a).
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Table 4.1: Physical parameters in acoustic zone, hydrodynamic zone and convergence
parameters in for solving the direct and adjoint equations

acoustic zone hydrodynamic zone convergence parameters
la = 1 m, Sc = 0.01 m2 Red = 20, hydrodynamic zone grids (r, θ) = 100× 120
P̄ = 1 bar lc = 1 mm residue direct adjoint
ρ̃u

0 = 1.025 kg m−3 lw = 16.4 m continuity 10−5 10−2

T̃ u
0 = 295 K T̃w = 1000 K momentum 10−5 10−5

T̃ d
0 = 500 K M = 5× 10−4 energy 10−5 10−5

4.8 Results and discussion

Numerical simulations are performed with the parameters shown in table (4.1). Unless

specified, the parameter values in table (4.1) are used for the simulations.

4.8.1 Disturbance energy evolution

One of the important part in the present paper is the derivation of the energy in the dis-

turbances from Myers’ energy (§ 4.4). The final form of the disturbance energy Ed for

the Rijke tube system comprises of the disturbance energy in the acoustic zone (Eac)

and in the hydrodynamic zone (Ec) (see 4.27). So it will be interesting to analyse the

contribution of Ed from both the zones. Figures 4.2(a, b) show the evolution of the

energy stored in the acoustic zone (Eac) and in the hydrodynamic zone (Ec) obtained

from the nonlinear simulations. The two figures 4.2(a, b) correspond to the numerical

simulations of a globally stable (stable for any large initial perturbation) and linearly

unstable system respectively (nonlinearities included). It is observed that from the nu-

merical simulations, Ec is more than Eac by at least an order of magnitude. This is

due to the value of the weight factors α & β in the expression for Ed (4.27). Hence

the evolution of the disturbance energy (Ed = Eac + Ec) is approximately same as the

evolution of Ec and hence Ed is not shown separately. Figure 4.2(a) corresponds to a

globally stable system (note that the amplitude of u0
a is large in the caption of figure

4.2a), where the energies Eac & Ec decay to zero in the asymptotic time limit.

In contrast, figure 4.2(b) corresponds to linearly unstable system. A small perturba-
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Figure 4.2: Evolution of the energy stored in the acoustic zone (Eac) and in the hy-
drodynamic zone (Ec) obtained from the nonlinear simulations. a) Glob-
ally stable system, C1 = 0.3, C2 = 0.1, xf = 0.25, K = 0.66, α =
3.3 × 10−3, β = 4.17 × 104, Lcu = 35, u0

a (xa) = 3cos (πxa) , p0
a (xa) =

u0 = v0 = T 0 = 0. b) Linearly unstable system, C1 = 0.3, C2 =
0.1, xf = 0.25, K = 0.81, α = 3.3 × 10−3, β = 4.18 × 104, Lcu = 35,
u0

a (xa) = 0.25cos (πxa) , p0
a (xa) = u0 = v0 = T 0 = 0.

Figure 4.3: Streamlines of u & v (top half) and contour of temperature T (bottom
half) corresponding to the optimum initial condition for maximum transient
growth, C1 = 0.3, C2 = 0.1, xf = 0.25, K = 0.735, α = 3.3×10−3, β =
3.77× 104, Topt = 0.5 a) Lcu = 15, b) Lcu = 20, c) Lcu = 25, d) Lcu = 30,
e) Lcu = 35, f ) Lcu = 40
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tion (note that the amplitude of u0
a is small, see the caption of figure 4.2b) leads to initial

exponential growth of oscillations and the system eventually reaches a limit cycle. The

energies Eac & Ec reach a finite value corresponding to the energy in the limit cycle.

Thus the disturbance energy Ed can be used as a measure to monitor the growth or de-

cay of oscillations during the evolution of the system. Having analysed the contribution

of disturbance energies from both the zones, the next step is to analyse the optimum

initial condition for the maximum transient growth.

4.8.2 Optimum initial condition

In this subsection, the optimum initial condition for the maximum transient growth at

t = Topt is analysed. A convergence factor λ (r) is used during the derivation of Ed (§

4.4). The convergence on the shape of the optimum initial condition with the cut off

radius Lcu is investigated. Figure 4.3(a-f ) shows the streamlines corresponding to ve-

locity field u & v (top half) and contour of temperature distribution T (bottom half) near

the cylinder for various values of Lcu. It can be observed that the shape of the optimum

initial condition does not vary significantly beyond figure 4.3(d) (Lcu = 30). Hence

for the subsequent simulations the value of Lcu = 35 is chosen, which corresponds to

figure 4.3(e). Moreover the patterns in the optimum initial condition confine to a non-

dimensional radius r ∼ 5 ensures the convergence of the optimum initial condition with

the domain size (in the present case r = 50).

Figure (4.4) shows the distribution of the optimum initial condition in the state space

variables. One can observe in the flow field corresponding to u & v, distinct patches

of vortical structures are present (figure 4.4a). The temperature (T ) contours (figure

4.4b) also shows a similar distinct patches as that of the flow field. The initial acoustic

velocity (u0
a) distribution shows a peak at the location of the heater. In the present paper,

Galerkin technique is used to solve the acoustic equations (4.5). In order to capture the

Dirac-delta function, which is used to represent the compactness of the heat source

(4.9b), a total of 100 Galerkin modes are used and a corresponding modal convergence

(less than 5 % change in the spatial variation of ua & pa) has been achieved for the

optimum initial condition in the acoustic zone.
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Figure 4.4: Distribution of optimum initial condition in the state space variables C1 =
0.3, C2 = 0.1, xf = 0.25, K = 0.735, α = 3.3× 10−3, β = 3.77× 104,
Topt = 0.5, Lcu = 35, (a) streamlines and velocity vectors corresponding to
u & v, (b) temperature field T in the hydrodynamic zone, (c) acoustic field
in the acoustic zone.

The optimum initial condition is not only distributed among the acoustic variables,

but also among the variables in the hydrodynamic zone. The distribution of the opti-

mum initial condition in the state space variables shows that for obtaining the maximum

transient growth a non-acoustic disturbance (disturbance in the hydrodynamic zone) is

also required (shape of it is shown in figure 4.4a, b). Hence in the Rijke tube system,

it is important to include the dynamics of the heat source apart from the dynamics of

the chamber acoustic field in order to understand the non-normal nature of the system.

The same idea has been emphasized in the recent paper on thermoacoustic instability in

solid rocket motors Mariappan and Sujith (2010a). In order to understand the effect of

the obtained optimum initial condition, the evolution of the system is tracked with the

optimum initial condition using the linearised (4.9) and the nonlinear (4.5 & 4.6) solver

of the direct equations. The results of the same are taken up in the next section.
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Figure 4.5: Evolution of the disturbance energy Et
d for the optimum initial condition.

C1 = 0.3, C2 = 0.05, K = 0.738, Topt = 0.5. The optimum initial
condition obtained for the linearised equations (4.9) from the adjoint opti-
misation procedure is always normalised so that E0

d = 1. For the nonlinear
simulation the initial condition given is the optimum initial condition scaled
by a factor ‘−0.48’. The above initial condition corresponds to an initial
disturbance energy E0

d = 0.23. Cross marks indicate the points, where the
amplification of disturbance energy (Et

d/E
0
d) at various time ta is indicated.

The perturbation flow field at these points are shown in figures (4.6 & 4.7).

4.8.3 Linear and nonlinear evolution of the optimum initial condi-

tion

Before going into the details of the evolution of the optimum initial condition, it is worth

observing some of the important things in the evolution of Et
d. Figure (4.5) compares

the evolution of the disturbance energy (Et
d) for the optimum initial condition with

linear and nonlinear simulations.

Initially the evolution of Et
d is same for the linear and nonlinear simulations. As the

amplitude of the oscillation increases, the deviation between the two curves becomes

significant. The nonlinear simulation shows a lesser decay rate of disturbance energy

compared to the linear simulation. Another important observation is that, although the

optimisation procedure is performed for Topt = 0.5, the energy growth happens beyond

that time (in the case of figure 4.5, the maximum transient growth happens at ta = 3.2

and ta = 5.1 for the linear and nonlinear simulations repectively with the optimum

initial condition for Topt = 0.5). Similiar behaviour is observed by Guegan, Schmid
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Figure 4.6: for caption, see figure 4.7
.

& HuerreGuegan et al. (2008), where they obtain the optimum initial condition for the

flow over the leading edge of a swept wing by adjoint optimisation technique. Finally

one can observe that the energy amplification is orders of magnitude during the initial

short time and eventually decaying to zero in the asymptotic time limit for the linear

simulation.

In figure 4.5, the simulation is performed for the non-dimensional heater power

K = 0.738, which lies in the subcritical transition regime of the system (see figure 6 in

Mariappan & SujithMariappan and Sujith (2010a)). In the subcritical transition regime,

the system is linearly stable (stable for infinitesimally small amplitude perturbations),

but nonlinearly unstable (unstable for large amplitude perturbations). The inset of figure

4.5 shows the long time behaviour of the system. The linear simulation leads to a fixed

point (steady state) in the asymptotic time limit, whereas the nonlinear simulation for

the same optimum initial condition leads to a limit cycle in the asymptotic time limit.

A comparison of the fluctuating flow and temperature field in the hydrodynamic zone

from the linear and nonlinear simulations are shown in figures 4.6 & 4.7. Figures 4.6 &

124



Figure 4.7: Evolution of the perturbation flow field, top: velocity vector ‘u, v’ and bot-
tom: temperature field ‘T ’ for the optimum initial condition and the sytem’s
parameter given in figure 4.5. In figures 4.6 & 4.7, linear simulations (4.9)
are shown in the left and the corresponding nonlinear simulations (4.5 &
4.6) are in the right, with the time ta indicated on the top of each subfigure.
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Figure 4.8: (a) Nonlinear evolution of ua|xf
, reaching eventually a limit cycle. The

inset a initial small acoustic velocity ua|xf
= −0.1705 (compared to the

limit cycle) corresponding to the optimum initial condition. (b) One period
of a limit cycle. (c) Spatial distribution of the acoustic velocity ua at various
instants of a limit cycle. The parameters are same as in figure 4.7

4.7 corresponds to the time instants indicated by a cross-mark in figure 4.5. At ta = 0,

the optimum initial condition is evolved using the linear and nonlinear solvers. First the

linear evolution is discussed, followed by the comparison with the nonlinear simulation.

When the optimum initial condition is evolved (by the linear solver), one can ob-

serve a transient growth in the variables of the hydrodynamic zone. In figure 4.6(c)

(ta = 0.5), the length of the fluctuating velocity vectors increases compared to the

initial condition at ta = 0 (figure 4.6a). Similarly there is also an increase in the fluc-

tuating temperature T in the hydrodynamic zone. Note that the bright spot appears in

the temperature field in figure 4.6(c), which is not present in figure 4.6(a). The above

transient increase in the flow variables is captured by the transient increase in Et
d in

figure 4.5 for the linear simulation. As time evolves, there is a further increase in Et
d

beyond Topt = 0.5 and increases to a maximum for ta = 3.2. The same is reflected

in figure 4.7(a), as more and more bright spots in T field appears. Since the system

is linearly stable, the transient growth obtained is followed by an exponential decay in

the asymptotic time limit and the same is shown in figure 4.5 (Et
d decays to zero as
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Ta → 0).

The nonlinear simulation for the same optimum initial condition (as that in the above

linear simulation) shows initially the same trend (figure 4.6b, d) as that from the linear

simulation, but soon deviates and reaches a different dynamical behaviour (limit cycle)

in the asymptotic time limit. Similar to the linear simulation, the growth in Et
d happens

beyond Topt = 0.5 in the nonlinear simulation and reaches a maximum at ta = 5.1. The

corresponding fluctuating flow and temperature fields are shown in figure 4.7(d). Unlike

in the linear simulation, where the system approached a fixed point in the asymptotic

time limit, in the nonlinear simulation, the system reaches the limit cycle. The initial

amplitude (for the optimum initial condition) of the disturbance E0
d = 0.23 is enough

for the system to reach a limit cycle. Figure 4.8(a) shows the nonlinear evolution of

the acoustic velocity (ua|xf
) at the location (xf of the heat source reaching a limit cy-

cle. Also figure 4.8(c) shows the spatial distribution of the acoustic velocity at various

instants during one period (figure 4.8b) of the limit cycle. One can observe an acoustic

velocity jump at the location of the heat source (in the present case xf = 0.25) due to

the Dirac-delta function in (4.5b).

4.8.4 Role of non-normality in subcritical transition to instability

The present subsection discusses on the non-normal effects on the evolution of the sys-

tem. The evolution of the system to various kinds of initial conditions are analysed.

In this section, two kinds of initial conditions are investigated. The first one is the

optimum initial condition (see figure 4.4) for maximum transient growth in = and the

second kind is the acoustic initial condition, where fundamental natural duct mode of

the system is excited initially. Figure 4.9 shows the comparison of the evolution of Et
d

with the optimum and acoustic initial condition. The strength of the initial conditions

are chosen such that the initial disturbance energy (E0
d = 5.64× 10−2) is same for both

the initial conditions (see the inset of figure 4.9). The dynamical evolution of the system

and the asymptotic state of the system are completely different. The optimum condition

asymptotically evolves to a limit cycle and the acoustic initial condition of the same

Et
d reaches a steady state. Therefore, the initial energy required for the system to reach
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Figure 4.9: Comparison of the evolution of the disturbance energy Et
d with the initial

condition, a) optimum initial condition (Topt = 0.5, fig. 4.4) and b) acoustic
initial condition (u0

a (xa) = Acos (πxa) , p0
a (xa) = u0 = v0 = T 0 = 0,

‘A’ determines the initial energy of the disturbance) having different initial
energy (the inset shows evolution of Et

d zoomed near the initial evolution).
C1 = 0.3, C2 = 0.05, K = 0.738.

Figure 4.10: Comparison of the evolution of the disturbance energy Et
d with the initial

condition, a) optimum initial condition (Topt = 0.5) and b) acoustic initial
condition, having different initial energy E0

d = 5.64 × 10−2 (the inset
shows evolution of Et

d zoomed near the initial evolution. C1 = 0.3, C2 =
0.05, K = 0.738.
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Figure 4.11: Variation of the cost functional =max corresponding to the optimum initial
condition for Topt = 0.5 with the time scale ratio ε for various values of
the heater power K. C1 = 0.3, C2 = 0.05.

the limit cycle is less for the optimum initial conditon compared to the purely acoustic

initial condition.

In the next figure 4.10, the evolution of Et
d for various strengths of the optimum

and acoustic condition are shown. Figure 4.10a, shows the system with E0
d = 5.64 ×

10−2 reaches a limit cycle with the optimum initial condition. The system is stable for

energies lesser than E0
d = 5.64× 10−2 in the optimum initial condition (obtained from

the numerical simulations from a time marching code). On the other hand, figure 4.10b

indicates that the system reaches a limit cycle for E0
d = 2.34 × 10−1 for an acoustic

initial condition. The initial energy for the acoustic initial condition (E0
d = 2.34×10−1)

is an order of magnitude more than the initial energy for the optimum initial condition

(E0
d = 5.64 × 10−2) for the system to be nonlinearly unstable and reach a limit cycle.

For the present simulation, the linear stability theory predicts that the system is stable.

The prediction fails, when the initial condition is above some threshold energy. This

threshold energy varies for the two kinds of initial conditions discussed. The threshold

energy is less (by an order of magnitude) for the optimum initial condition compared to

the acoustic initial condition. Hence the non-normal nature of the system is reflected in

the reduction in the range of linearisation (threshold energy) of the system. The present

analysis is performed only for the two types of initial conditions and verifying the same

for all possible initial conditions is not feasible.

129



Figure 4.12: The optimum initial condition (top: velocity vector corresponding to
‘u & v’, bottom: temperature ‘T ’ contour) corresponding to maximum
cost functional =max as shown in figure 4.11. The variation of the opti-
mum initial condition with K and ε are shown along the rows and columns
of the figure respectively.

4.8.5 Parametric study

A parametric study is performed to analyse the non-normal nature of the system with the

variation of the important parameters in the system. In the present case, two such param-

eters are chosen. The first one is the non-dimensional heater power (k = 2lwlc

(
T̃w − T̃ u

0

)/(
PecScT̄

)
,

see § 4.3) and the second one is the ratio of the time scales (ε = tac/tcc, see § 4.1) as-

sociated with the acoustic (tac) and hydrodynamic (tcc)) zones. Figure 4.11 shows the

variation of the cost function =max corresponding to the optimum initial condition with

K & ε. One can observe that =max varies by an order of magnitude for the variation in

ε, whereas with K, =max varies by a small amount. The optimum initial conditions cor-

responding to =max (figure 4.11) is shown in figure 4.12. The optimum initial condition

in the hydrodynamic zone does not vary much with K & ε and hence can be a generic

initial condition, which promotes transient growth in this Rijke tube system.
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4.9 Conclusion

Non-normal nature of the thermoacoustic interaction in an electrically heated horizontal

Rijke tube is investigated. The dynamics of the heat source is taken into account and the

coupled problem (dynamics of the acoustic field and the heat source) is solved simulta-

neously (two length scale problem). The analysis started from the equations governing

the dynamics of the chamber acoustic field (acoustic zone) and the heat source (hy-

drodynamic zone). In order to study the non-normal nature of the system, a norm is

defined to measure the transient growth observed in the non-normal systems. Since the

dynamics of the heat source is taken into account, the degrees of freedom of the system

not only comprised of the acoustic variables, but also the variables determining the dy-

namics of the heat source. Hence the norm defined has to be a physical energy, which

should take into consideration the energy in the disturbance present both in the acoustic

and hydrodynamic zone. A norm is defined based on the disturbance energy proposed

by Myers, which gives the energy in an arbitrary disturbance with a non-zero steady

base flow and no chemical reaction. Myers’ energy simplifies to acoustic and kinetic

energy for isentropic and incompressible perturbations respectively. The norm defined

by this manner can, in principle be extended to more complex thermoacoustic problems

and the non-normal nature of the system can be investigated.

In order to study the non-normal nature of the present problem, the optimum ini-

tial condition, which produces the maximum transient growth (measured in the norm

defined in the above paragraph) is obtained. In the present case, ‘adjoint optimisation

technique’ is applied to obtain the optimum initial condition as the number of degrees

of freedom of the system is large (∼ 104). As the first step in understanding the non-

normal nature of the system, linear optimal (optimum initial condition for maximum

transient growth for the linearised coupled problem) is obtained. In the process of the

application of the adjoint optimisation technique, adjoint equations are obtained. The

coupling between the two length scales (acoustic and hydrodynamic zone) in the adjoint

equations occurs in an elegant way. The adjoint temperature in the hydrodynamic zone

acts as a source for the adjoint velocity in the adjoint momentum equations, which is

in the opposite way as in the direct equations in the hydrodynamic zone. The global

acceleration term in the direct equations in the hydrodynamic zone is responsible for

131



forming the coupling from the adjoint hydrodynamic to the adjoint acoustic zone. The

above term in the adjoint acoustic energy equation is equivalent to the unsteady heat re-

lease rate term in the direct acoustic energy equation. Thus the global acceleration term

present in the direct momentum equations in the hydrodynamic zone produces terms

in the adjoint acoustic energy equation, which can be regarded as the adjoint unsteady

heat release rate term. The global acceleration term also appears in the mapping be-

tween the direct and the adjoint variables. Power iteration algorithm is used to solve

both the direct and the adjoint equations to obtain the optimum initial condition.

The optimum initial condition obtained has components both in the acoustic and

the hydrodynamic zone. In the acoustic zone, the optimum initial condition requires

the acoustic velocity peak at the location of the heat source. In the hydrodynamic zone,

optimum initial condition projects as distinct patches of high voriticy and corresponding

patches in the temperature field. This optimum initial condition is evolved using the

linear solver and a transient growth in the state space variables of the system is observed

as expected. Simulatios are performed for the parameter values, where the system is in

the regime of subcritical transition to instability. Hence the linear simulation decayed

to a fixed point in the asymptotic time. The same optimum initial condition (as in the

above linearised case) is evolved using the nonlinear solver. Again a transient growth

is observed. However, this time, the system eventually reached a limit cycle. Both

in the linear and nonlinear evolution of the optimum initial condition, the growth in the

disturbance energy happens beyond the time for which the initial condition is optimised.

Also the threshold energy for the system to reach a limit cycle is shown to be less for

the optimum initial condition than for the acoustic initial condition.

In summary, the non-normal nature of the thermoacoutic system can be measured

using a physically relevant norm, which can in principle be obtained for a generic ther-

moacoustic system using the above prescription. Then adjoint optimisation procedure

can be applied to obtain the optimum initial condition. The non-normal nature of the

system is reflected in the reduction in the range of linearisation (threshold energy) of

the system.

132



CHAPTER 5

Experimental investigation

5.1 Schematic of the experimental configuration

A schematic diagram of the experimental setup is shown in figure 5.1. The airflow was

established by a 1 HP blower by Continental Airflow Systems (type CLP-2-1-650). The

blower was run in suction mode to provide smooth laminar flow inside the tube. The

desired mass flowrate through the tube is maintained by the blower. Two decouplers

are used in the upstream and downstream of the Rijke tube, so as to reduce the effect of

noise from the blower and ambient atmosphere. In the present case, Rijke tube (made

of aluminium sheet with 7 mm thick) is 1 m long with 9.3 × 9.3 mm cross section

area. In the present experiment, a mesh type electrical heater is used inorder to have a

uniform heating across the cross section area (figure 5.3). Thick copper rods are used to

supply electrical power to the mesh. The electrical resistance of the mesh is of the order

of milli Ohms and hence, the DC power supply is required to supply high currents for

power levels ∼ 800 W . In the present case the output range of the DC power supply

is 0-8 V & 0-400 A. The heater is housed in a ceramic stand inorder to ensure both

electrical and thermal insulation with the Rijke tube.

5.2 Introduction

Thermoacoustic instability is a plaguing problem in solid and liquid rockets, ramjets,

aircraft and industrial gas turbines, etc. Thermoacoustic instability occurs, when the

amplitude of acoustic pressure oscillations in the combustion chamber are amplified by

the positive feedback of the unsteady heat release rate from the heat source in the cham-

ber. A fundamental understanding of thermoacoustic interaction can be obtained by

analysing thermoacoustic instability in a model problem; the Rijke tube. It is a simple



Figure 5.1: Schematic of the Rijke tube experimental setup.

Figure 5.2: Electrical heater along with the ceramic holder.
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Figure 5.3: Mesh type electrical heater, operating at ∼ 1 kW .

thermoacoustic device, but has much of the essential physics of thermoacoustic inter-

action. Thermoacoustic instability of the Rijke tube has been investigated for a long

time. Acoustic oscillations in Rijke tube were first observed by Rijke (Rijke, 1859) in

a vertical tube with coiled electrical heating filament as the heat source. A number of

numerical simulations (Kwon and Lee, 1985; Hantschk and Vortmeyer, 1999; Mariap-

pan and Sujith, 2010a; Subramanian et al., 2010b) and experiments (Matveev, 2003;

Song et al., 2006) were performed to understand the basic mechanism of the coupling

between the chamber acoustic field and the unsteady heat release rate.

Recently, thermoacoustic systems are shown to be non-normal, which leads to the

non-orthogonality of the eigenmodes (Balasubramanian and Sujith, 2008b). This non-

orthogonality of eigenmodes leads to transient growth of oscillations for appropriate

set of initial conditions, even when the system is linearly stable. Hence it is impor-

tant to investigate the short term dynamics of the system (Schmid and Henningson,

2001; Mariappan and Sujith, 2010b). The effects due to non-orthogonal eigenmodes in

thermoacoustic systems were discussed numerically in the context of thermoacoustic

instability in Rijke tube (Balasubramanian and Sujith, 2008b), ducted diffusion flame

(Balasubramanian and Sujith, 2008a) and solid rocket motor (Mariappan and Sujith,

2010b).

The concept of transient growth was first investigated in the analysis of the stability

of shear flows (Schmid, 2007). A number of numerical analysis, leading to the identifi-
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Figure 5.4: Configuration of the Rijke tube showing the heater, microphone ports and
acoustic drivers. The location of the microphone ports are numbered and
their distance from the upstream end is given in table 5.1

cation of the role of transient growth in the stability of fluid flows have been performed

(Henningson and Reddy, 1994; Hanifi et al., 1996). There has also been a significant

number of experimental investigations performed to identify transient growth in fluid

dynamics instability. The earliest experimental results were reported by Mayer and

Reshotko (1997), who have observed transient growth of the disturbance amplitude in

a pipe flow experiment. The formation of streaky structures (regions of high and low

velocity field), which appear due to non-normal nature of the system was observed in

experiments in boundary layer (Matsubara and Alfredsson, 2001). In the same exper-

iment, stable laminar streaks were generated experimentally and a transient growth in

the amplitude of disturbance was observed in the stream wise direction (Fransson et al.,

2004). Further, a passive control of transition to turbulence in boundary layer was per-

formed by exploiting the non-normal nature of the system (Fransson et al., 2006).

A number of experimental investigations mentioned in the previous paragraph aid

to understand the role of transient growth in practical applications. In a similar way,

experiments related to the investigation of non-normal nature of thermoacoustic system

help to improve our understanding of the same. In the present paper an attempt is made

to identify the non-normal nature of the thermoacoustic interaction in a Rijke tube and

its consequence; transient growth.
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The present paper focusses on two main issues. The first one is obtaining the eigen-

modes of the system experimentally. This is performed by a technique called Dynamic

Mode Decomposition (DMD) and is described in Schmid (2010). This is followed by

the determination of non-orthogonality between the extracted eigenmodes. The second

issue deals with the identification of transient growth in the oscillations by generating

an appropriate initial condition; acoustic pressure from the acoustic driver. The rest of

the paper is structured as follows. The experimental configuration of the Rijke tube sys-

tem is discussed in § 5.3, which is followed by a section on the experimental procedure

(§ 5.4). Finally, the results of the main focus of the paper are discussed in § 5.5.3 &

5.5.4.

5.3 Experimental configuration of the Rijke tube

The present experimental configuration consists of 1 m long Rijke tube made of Alu-

minium. The cross section dimension of the tube is 92×92 mm2. A mean flow is setup

by a blower. The volume flow rate is measured by a compact orifice mass flow meter

(Rosemount 3051 SFC), whose range is 0-5 g/s with an uncertainty of ±2.1% of the

mass flow rate. Two decouplers (120 × 45 × 45 cm3), one upstream and the other one

downstream of the tube are placed so as to provide acoustically open-open boundary

conditions. A mesh (size 30) type electrical heater is placed at desired axial locations

(figure 5.4). A programmable DC power supply (GEN8-400, 0 − 8 V, 0 − 400 A) is

used to power the electrical heater. The horizontal Rijke tube configuration described in

the present paper is similar to the one described in Matveev (2003); Song et al. (2006).

There are two thermocouples, one at the inlet of the tube and the other downstream

of the heater. They are used to monitor the steady state temperature in the duct. Four

acoustic driver units (Ahuja AU 60) are placed in the tube to give a precise acoustic

initial condition to the system. A total of 15 microphones are placed along the duct in

order to record the evolution of acoustic pressure. The microphones are distributed in

a way so as to obtain efficiently the first two eigenmodes of the system. The location

of the heater, thermocouples, acoustic drivers and microphones are schematically rep-

resented in figure 5.4 and tabulated in table (5.1). Data are acquired simultaneously by
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Table 5.1: The locations of the microphones, heater, thermoacouple and loudspeakers
measured from the upstream end of the Rijke tube.

Microphone no. Location (mm) Microphone no. Location (mm)
1 35 10 675
2 70 11 750
3 100 12 800
4 150 13 825
5 225 14 900
6 300 15 965
7 375 Heater 125
8 450 Thermocouple 150
9 525 Acoustic driver unit 600

programmable National Instruments PCI 6221 & 6251 data acquisition cards at 8 kHz.

5.4 Experimental procedure

Non-normal nature of the thermoacoustic system leads to non-orthogonal eigenmodes,

which in turn leads to transient growth of the oscillations. Transient growth is a lin-

ear phenomenon. For low amplitudes of perturbations (precise definition is given in §

5.4.2), system behaves linearly. In the present experimental setup, an attempt is made to

estimate the non-orthogonality between the first two eigenmodes of the system and ob-

serve transient growth associated with the non-normal nature of the system. The modes

from DMD technique, termed as ‘dynamic modes’ are obtained from experimental data.

Further, dynamic modes coincide with the eigenmodes of the system, only when the ex-

periment is performed in the linear regime (Schmid, 2010). The experiments dealing

with the investigation of non-normal nature of the system have to be performed in the

linear regime. Hence, the first step in the present investigation is to identify the linear

regime of the system and is obtained as described in the following subsections.

5.4.1 Bifurcation diagram

Bifurcation diagram is obtained initially, in order to obtain the stability limits of the

system. Bifurcation diagram is plot between any control parameter of the system and
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the asymptotic state of the system, indicated by a chosen representative variable. It is

observed from the present investigation (to be discussed in § 5.5.1) that transition to in-

stability happens via subcritical Hopf bifurcation as the power supplied to the heater is

increased. Further investigations are performed in the above regime as transient growth

plays an important role in the subcritical transition to instability regime. The triggering

amplitude required for the system to reach a limit cycle is then identified. This is ob-

tained by initially perturbing the system using the acoustic drivers. The amplitude of

the initial perturbation is increased till the amplitude, where the system becomes non-

linearly unstable and eventually reaches a limit cycle. The above threshold amplitude

is noted as the triggering amplitude and gives an estimate of the amplitude of acoustic

pressure oscillations at which nonlinearity plays an important role in the qualitative be-

haviour (limit cycle or fixed point) of the system. This is followed by estimating the

limit of linearity, which is taken up in the next subsection.

5.4.2 Linearity

A linear system is one in which, when the amplitude of the input is scaled, the amplitude

of the output is also scaled by the same amount. In the present case, the input is the

voltage supplied to the acoustic drivers and the output is the acoustic pressure measured

at some location of the tube. At a given heater power, the above input is varied and

the output is recorded to obtain the response curve of the system. In the present case,

the limit of linearity is determined when the deviation of the response of the system

from the linearised response function (explained in § 5.5.2) is more than 5% of the

corresponding triggering amplitude. The results of the same are discussed in § 5.5.2.

The experiments related to the investigation of non-normal nature of the system are

performed with the amplitude levels lower than the limit of linearity.

5.4.3 Dynamic Mode Decomposition

In fulfilling the first aim of the present investigation, eigenmodes of the system are ex-

tracted using DMD technique. An alternative for DMD technique in the extraction of

the eigenmodes is by using network models for each acoustic elements (Bellucci et al.,
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2004). The individual acoustic elements are described by transfer matrices, which are

obtained either experimentally (Bellucci et al., 2004) or numerically (Schuermans et al.,

2005). The eigenfrequencies and the corresponding eigenmodes of the system are then

calculated from the assembled network matrix. The transfer matrices associated with

the flame elements are obtained by forcing the flame continuously and the response of

the same is measured experimentally. The above experiment has be to be performed at

low amplitudes of forcing, where the system behaves linearly. Identifying and obtaining

the transfer matrices in the above regime may be difficult (Hosseini and Lawn, 2005).

The acoustic field upstream and downstream of the heat source have to be modeled as

separate acoustic elements. Separate experiments for each acoustic element will be re-

quired to complete the above process, which is time consuming. The error made in the

calculation of any one of the transfer matrices will reflect on the final results. More-

over, the above technique is developed for frequency domain analysis and extending

to time domain is not straight forward. To bypass the above issues, DMD technique

is performed. The eigenmodes of the system can be obtained in one shot from acous-

tic pressure measured simultaneously at various locations of the Rijke tube. In this

technique the eigenmodes of the system are measured rather than calculated as it is per-

formed in the above network models approach. Hence, DMD technique is preferred to

obtain the eigenmodes of the system.

Dynamic mode decomposition technique is based on using the snapshots of the flow

field to obtain the dominant dynamic features. The dominant flow structures obtained

during the above analysis are termed as ‘dynamic modes’. Both data from numeri-

cal simulations and experiments can be used for this analysis. When the underlying

flow process is linear, the method is equivalent to a global stability analysis. The dy-

namic modes thus obtained are the eigenmodes of the system. In nonlinear flows, the

above analysis produces flow structures, which are associated with the linear tangent

approximation of the original flow. This technique was first applied to analyse flow

in a lid driven cylindrical cavity (Schmid et al., 2009). Time-resolved particle-image

velocimetry (PIV) data captured from a cross-sectional plane of the flow field is fed to

DMD technique and bifurcation points are obtained for the variation of the Reynolds

number. Schmid et al. (2010) applied this technique to the data obtained from the

Schlieren snapshots of a helium jet, along with the time-resolved PIV measurements to
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obtain the spatial wave numbers and temporal frequencies of the modal structures of the

shear layer. Recently, the dominant frequency and the associated flow structures were

detected using the data from the numerical simulation for a jet flame and experiments

for a water jet by Schmid (2011).

In the present investigation, experiments are performed to extract first two eigen-

modes of the system. The Rijke tube system is initially perturbed using acoustic driver

units, so that the first two eigenmodes of the system are excited. The evolution of

acoustic pressure is recorded from microphones and then DMD technique is applied

to the obtained experimental data. After the above postprocessing step, the first two

eigenmodes of the system corresponding to the acoustic pressure are obtained. The

whole procedure is performed in the linear regime, as identified by the procedure ex-

plained in § 5.4.2. After obtaining the eigenmodes of the system, the amount of non-

orthogonality between the obtained eigenmodes are determined by defining the inner

product 〈pi, pj〉 =
L∫
0

p∗i pjdx, where pi represents the ith eigenmode of the system with

the normalisation 〈pi, pi〉 = 1, L is the length of the tube, * represents the complex

conjugate. The definition of inner product to obtain the angle between the eigenmodes

is same as followed in the literature to analyse thermoacoustic instability (Culick, 2006;

Nicoud et al., 2007). The above inner product is calculated for various values of heater

power levels and the results of the same are discussed in § 5.5.3.

5.4.4 Theoretical investigation of the eigenmodes

In order to understand the effect of heater on the non-orthogonality of the eigenmodes

of the system, it is important to first theoretically investigate the same. To facilitate

the above, thermoacoustic interaction of the Rijke tube system is represented by the

following linearised acoustic momentum and energy equations in non-dimensional form

(Balasubramanian and Sujith, 2008b).

∂u

∂t
+

∂p

∂x
= 0 (5.1a)

∂p

∂t
+

∂u

∂x
= Qδ (x− xf ) (5.1b)
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where, u & p are the acoustic velocity and pressure respectively, Q is the unsteady

heat release rate and xf is the location of the heat source. The heat source is assumed

to be compact compared to the length of the tube and is represented by a Dirac-delta

function (δ(x)). The jump conditions (Poinsot and Veynante, 2005) across the heater

are as follows

p+(xf , t) = p−(xf , t) (5.2a)

u+(xf , t)− u−(xf , t) = Q(t) (5.2b)

where, - & + indicates the value of the variables upstream and downstream of the heat

source. The unsteady heat release rate from the heat source is modeled using ‘n − τ ’

model and is of the form:

Q = nu−(t− τ) (5.3)

where, n is the interaction index, which indicates the power supplied to the heater and

τ is the time lag associated with the acoustic velocity fluctuations upstream of the heat

source. Acoustically ‘open-open’ boundary conditions are assumed. The eigenmodes

of the system are obtained from the above equations (5.1-5.3). The eigenmodes (p̂)

corresponding to acoustic pressure of the system, defined in the form p(x, t) = p̂(x)eωt

are given as follows:

p̂(x) =





sinh (ωx) , 0 ≤ x ≤ xf

sinh (ω(x− 1))
sinh (ωxf )

sinh (ω (xf − 1))
, xf < x ≤ 1

(5.4)

The eigenvalues ω, are obtained by solving the following dispersion relation.

sinh (ω)− n

2
e−ωτ sinh (ω (2xf − 1)) = 0 (5.5)

The theoretical eigenmodes associated with acoustic pressure (p) of the system are

shown on the left hand side in figure 5.5. The heater is placed at x = 0.125, where the

first two eigenmodes of the system becomes less stable (Matveev, 2003). The eigen-

modes are numbered as p1, p2, .... in the ascending order of imaginary part of the eigen-

frequencies ω1, ω2, ..... The first two eigenmodes of the system are shown with their

real and imaginary parts. When the heater is switched off (n = 0), eigenmodes coincide
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with the natural duct mode. As the value of n is increased, the eigenmodes drifts away

from the natural duct modes. A discontinuity in the slope of the eigenmodes is present

at the location of the heat source. This is because of the δ(x) function used in (5.1b).

The above discontinuity in slope increases with increase in the value of n. Further, the

discontinuity in slope is more pronounced in the imaginary part, compared to the real

part of the eigenmode. The eigenmodes with the value of the non-dimensional heater

power ‘n’ and the absolute value of the inner product |〈p1, p2〉| are indicated in the title

of each subfigures. The above inner product 〈p1, p2〉 is used to measure the degree of

non-orthogonality of the system as described in § 5.4.3.

In cold flow (n = 0), the eigenmodes of the system are shown in figure 5.5(a). The

real part of the eigenmodes are sine functions and the imaginary part is zero. The inner

product 〈p1, p2〉, which determines the non-orthogonality of the system is very small.

Hence, the eigenmodes are orthogonal. As the value of n is increased, the imaginary

part of the eigenmodes become non-zero, which increases the non-orthogonality of the

eigenmodes. The above argument can be seen from figures 5.5(a, c, e & g). Thus, the

non-orthogonality between the eigenmodes appears due to discontinuity in the slope

of the eigenmodes at the location of the heater and the value of discontinuity is pro-

portional to the heater power n. The microphones, which are used for the acoustic

pressure measurements have to be arranged, so that the above slope discontinuity can

be captured well. Hence, three microphones are placed upstream of the heater and the

remaining twelve microphones are distributed (see table 5.1) in an optimal manner, so

as the capture the first two eigenmodes of the system efficiently.

5.4.5 Extraction of dynamic modes

In the present investigation, the eigenmodes are obtained by applying DMD to the ex-

perimental data. Hence, it is important to first understand the shape of the eigenmodes

that will be recovered from DMD analysis. To facilitate the above, data synthesised

from theoretical analysis (5.1) are used as the input for DMD. The theoretical acoustic

pressure data are acquired at the same locations as in experiments (table 5.1). A total of

700 snapshots are used with 0.025 non-dimensional time as the time interval between

143



Figure 5.5: Comparison of the first two eigenmodes obtained analytically from n −
τ model with the eigenmodes obtained by performing DMD on the data
obtained from the same model. The eigenmodes along with the value of
the non-dimensional heater power ‘n’ and the absolute value of the inner
product 〈p1, p2〉 are indicated in the title of each subfigures. Legend: ‘—
—’ real part of first eigenmmode, ‘· · · · · · ’ real part of second eigenmode,
‘−−−’ imaginary part of first eigenmode, ‘· − · − ·’ imaginary of second
eigenmode. The parameters are xf = 0.125, τ = 0.2 (Lighthill, 1954).
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Figure 5.6: Comparison of the eigenvalues (ωi) obtained from DMD (cross mark) with
the actual one (hollow circles) obtained from (5.4) for n = 0.5, τ =
0.2 & xf = 0.125. a) Spectrum with all the eigenvalues from DMD. The
four cross mark near the imaginary axis represents the actual eigenvalues.
Other eigenvalues are spurious. b) The spectrum ‘zoomed in’ near the imag-
inary axis. Four eigenvalues correspond to the first two eigenmodes, along
with their complex conjugate of the system.

145



them. The obtained DMD modes, which are same as the eigenmodes (because linear

equations 5.1 are used) are shown on the right hand side of figure 5.5. The black dots

indicate the locations of the microphones, from which the data is used to perform DMD.

The discontinuity in slope of the theoretical imaginary part of the theoretical pressure

eigenmodes is captured as wiggles around the location of the heater in the dynamic

modes (compare figures 5.5c & f ). The amplitude of the wiggles also increases with

increase in the heater power n (see figures 5.5b, d, f & h). Also, one can observe that

the wiggles are pronounced in the imaginary part of the eigenmodes. The real part of

the eigenmodes did not distort much from the sine function in all the subfigures in figure

5.5.

In order to ensure that wiggles discussed above represent the discontinuity in the

slope of the actual eigenmodes, the following verifications are performed. The eigen-

values obtained from DMD are compared with the actual eigenvalues and is shown in

figure 5.6(a). The eigenvalues, which are close to the imaginary axis match with the

actual eigenvalues. It is also observed that there are spurious eigenvalues with high

frequency and decay rate. Figure 5.6(b) shows ‘zoomed in’ view of the spectrum near

the imaginary axis with the relevant eigenvalues, which represents the first two eigen-

modes of the system. The eigenvalues appear in complex conjugate pairs. Since there is

no damping included in (5.1), the eigenvalues are unstable. The eigenvalue of the first

mode matches well with the actual eigenvalue, whereas there is only a fair match for

the second one.

For a linear system, the solution of the state space variables can be represented

by eigenmode expansion (Strogatz, 2000). Figure 5.7(a) represents a typical synthetic

acoustic pressure data, which is fed to DMD. The system is excited initially in first two

eigenmodes. The dynamics of the system can be now represented only by the same two

eigenmodes. DMD is performed on this synthetic data to obtain the dynamic modes.

The evolution of the system can be represented in terms of dynamic modes as follows

(Schmid, 2010).

p (xj, t) =
N∑

j=1

Aj (t) pd
j (xj) (5.6)

where, p(xj, t) is the synthetic acoustic pressure data generated at the location of the
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Figure 5.7: a) The input waveform synthesised by solving (5.1) to perform DMD. The
initial condition is p(x, 0) = 0.6p1(x)− 0.6p∗1(x) + 0.3p2(x)− 0.3p∗2(x). b)
Relative contribution (root mean square value) of the dynamic modes dur-
ing the evolution of the system. The first four dynamic modes correspond to
the first two eigenmodes, along with their complex conjugates. c) The per-
centage difference (Φ(xj) = (||p(xj, t)− pr(xj, t)||) /||p(xj, t)||×100) be-
tween the input data and the reconstructed data using the first four dynamic
modes of the system at all the locations of microphones. The parameters
are same as in figure 5.6.
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microphones xj , pd
j is the jth dynamic mode, Aj is the projection coefficient and N is

the total number of dynamic modes, which is 15 in the present case. Obtaining the rms

value of Aj during the evolution of the system gives the relative contribution of pd
j to the

dynamics of the system. The same has been shown in figure 5.7(b), where it is observed

that the first four dynamic modes, which represents the first two eigenmodes of the sys-

tem (along with their complex conjugates) has dominant contributions in the evolution

of the system. The above four dynamic modes are used to reconstruct acoustic pressure

field (pr(xj, t)). The normalised difference between p(xj, t) and pr(xj, t), calculated as

Φ (xj) = ((‖p (xj, t)− pr (xj, t)‖)/‖p (xj, t)‖) × 100, gives the percentage deviation

of the reconstructed pressure field from the actual one. Figure 5.7(c) shows that the

above deviation is less than 5% at all xj and the first four dynamic modes represents the

evolution of the system accurately. Hence the first four pd
j are the first two eigenmodes

of the system p1 & p2. Thus, the wiggles in the obtained eigenmodes are the mani-

festation of the discontinuity in the slope of the actual eigenmodes. Hence from the

present experiments, it is expected that one should observe higher amplitude wiggles in

the imaginary part of the dynamic modes, when the heater power is increased. Before

applying DMD to the experimental data, the robustness of the above technique with the

noise in the measurement of the data and the evaluation of uncertainty in the results are

performed. The same has been explained in Appendix (I).

5.4.6 Transient growth experiment

The amount of transient growth depends on the direction of the initial condition. To

observe transient growth, the initial condition given to the system should have projec-

tions on at least two eigenmodes (Schmid, 2007). In the present case, this is achieved

by exciting the system initially for few cycles in time by a signal composing of two

eigenfrequencies, which are obtained by DMD technique. Moreover, the relative am-

plitude of the two frequencies are varied to achieve various initial conditions, which

shows variable degree of transient growth. The experiments are performed in the above

sequence and the results are presented in the same order.
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5.5 Results and discussions

Experiments are performed at an ambient temperature of 295-297 K, with a relative hu-

midity of 72-74% so that the acoustic damping remains within required limits (Kinsler

et al., 2000). The exponential decay rate of the system in cold flow is measured as

-10.5 /s at 156 Hz, which corresponds to the eigenfrequency of the first natural mode.

Decay rates are measured at the start of the experiments. The experiments are further

continued only when the decay rates are within 5% of the value specified earlier. The

above procedure is to ensure that acoustic damping does not vary significantly during

the course of the experiments. The heater is located at xf = 0.125 m. Since the length

of the Rijke tube is 1 m, the non-dimensional axial location x, which is used in the

figures is numerically same as dimensional axial location.

5.5.1 Bifurcation diagram

Bifurcation diagram is first obtained, in order to identify the behaviour of the system

with the variation of the control parameter. In the present case, electrical power (K)

supplied to the heater is the control parameter and the ‘root mean square (rms)’ value

of the acoustic pressure fluctuations (Prms|x=0.525) at x = 0.525 is the representative

variable. Figure 5.8 shows the bifurcation diagram for various mass flow rates (ṁ).

Initially, the power supplied to heater is low (see point A in figure 5.8a) so that the

system is linearly and nonlinearly (globally) stable. The system is allowed to reach

steady state and is confirmed by monitoring the temperature at the inlet and downstream

(x = 0.15) of the heater. This process will take around 30 minutes. At this value of K,

Prms|x=0.525 is noted. Now the voltage supplied to the heater is increased by 0.05 V ,

which amounts to an increase in power of less than 20 W . By leaving the system at a

given power level for 4 minutes, the system is allowed to reach a steady state (Matveev,

2003). In this manner, the power supplied to the heater is increased in a quasi-steady

manner. Increasing the heater power rapidly than the above specified values leads to

premature transition to instability (Matveev, 2003).

The asymptotic state of the system is recorded for increase in the value of K and
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Figure 5.8: Bifurcation diagram. (a) ṁ = 2.34 g/s, (b) ṁ = 2.19 g/s, (c) ṁ = 2.03 g/s.

is termed as ‘forward path’. The term ‘return path’ is associated with the decrease in

the value of K. The behaviour of the system with the variation in K is shown in fig-

ure 5.8(a). For low values of K (line AB), the system is globally stable. As the value

of K is increased beyond point C (854 W ), the system becomes linearly unstable and

reaches limit cycle (point D). Further increase in K results in increase in the ampli-

tude of the limit cycle (line DE). Now, as the value of K is decreased from point E,

the system retraces the path till point D and then continues to stay in the limit cycle

up to point F (571 W ). Beyond F, the system reaches back to the steady state. The

return path (ECFBA) is not same as the forward path (ABCDE). The system shows

hysteresis behaviour with the power supplied to the heater. From dynamical systems’

point of view, the above scenario of transition from globally stable to globally unstable

behaviour is termed as ‘subcritical Hopf bifurcation’ (Strogatz, 2000). In the hysteresis

zone (BCDF), the system is linearly stable, but nonlinearly unstable. This means that

there is a threshold initial perturbation amplitude (also called triggering amplitude),

above which the system becomes unstable and eventually reaches to a limit cycle. Our

next step is to identify this triggering amplitude. It is also important to note that the

hysteresis zone becomes smaller (figure 5.8 b & c) as one decreases ṁ, which is also

observed by Matveev (2003). Since our main goal in the present paper is to analyse

the non-normal nature of the system, which is important in the hysteresis (subcritical
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Figure 5.9: Determination of triggering and the corresponding limit cycle amplitudes.
K = 782 W , ṁ = 2.34 g/s.

transition) zone, the configuration with ṁ = 2.34 g/s is chosen for further analysis, as

it has a larger hysteresis zone.

The triggering amplitude of the system is obtained as follows. The system is first

allowed to attain a steady state in the hysteresis region. Now, using the acoustic driver

units, an initial acoustic pulse train is fed to the system. The pulse train consists of

14 cycles of sinusoidal wave with frequency equal to the first eigenfrequency of the

system. The amplitude of the input wave is increased till the system is triggered from a

linearly stable state to nonlinearly unstable state. When the excitation is in the frequency

of the second eigenmode, higher triggering amplitude is required to make the system

nonlinearly unstable. Hence the triggering amplitude is estimated by exciting the first

eigenmode alone. Also, the triggering amplitudes are different for acoustic and non-

acoustic type of initial conditions (Mariappan et al., 2010). However, in the present

experiments, only acoustic initial conditions are analysed. Hence, triggering amplitude

associated with the acoustic initial conditions are investigated. Figure 5.9(a) shows

the evolution of the system, when the initial pulse triggers the system to nonlinearly

unstable state. The inset shows the evolution of the system eventually to a limit cycle.

The initial Prms|x=0.525 (after the acoustic drivers are switched ‘off’) is noted as the

triggering amplitude. The corresponding limit cycle obtained is shown in figure 5.9(b)

and the value of Prms|x=0.525 is recorded for the same.

The above exercise of obtaining the triggering and limit cycle amplitudes are re-

peated for various values of K and the consolidated results are shown in figure 5.10.

151



Figure 5.10: Bifurcation diagram showing the hysteresis behaviour along with trigger-
ing (GH) and limit cycle (IJ) amplitudes. In order to confirm repeatability,
four experiments are performed. ṁ = 2.34 g/s.

Bifurcation diagram is represented by ABCDEF as earlier. The triggering and the corre-

sponding limit cycle amplitudes are represented by ‘GH’ and ‘IJ’ respectively. In order

to confirm repeatability, four experiments are performed. The limit cycle amplitudes

in the bifurcation diagram are highly repeatable. The uncertainty in Hope (C) and fold

(F) points are observed to be within a band of 40 W , which are less than 4.5 % of

the power levels at the respective points. Further, the spread in the triggering and the

corresponding limit cycle amplitudes are less than 12 % of the respective mean values.

Thus repeatability of the experimental results is ensured. Determination of triggering

amplitudes beyond H, prescribed by the above spread is difficult, as one is close to the

Hopf point (C) and hence are not obtained. The acoustic drivers used in the present

case cannot trigger the system to nonlinearly unstable state beyond point G. Hence trig-

gering experiments are not performed beyond point G. The amplitude of the limit cycle

(IJ) obtained by triggering the system is smaller than that obtained from the bifurcation

diagram (FD). This can be attributed to the difference in the mean temperature in the

duct during the phase of increasing and decreasing (path ABCDE and EDFBA in fig-

ure 5.8) heater power as shown in figure 5.11. The increase in the mean temperature

is due to non-zero mean heat transfer effects happening during intense thermoacoustic

152



Figure 5.11: Steady state temperature recorded downstream of the heater during ex-
perimental run 1. The steady state temperature during increasing and de-
creasing values of ‘K’ are shown. Vertical lines indicate the power level
associated with the region IJ shown in figure 5.10.

oscillations. The above phenomenon is also observed by Matveev (2003). The region

GHJI is the subcritical transition region, which can be accessed with the present exper-

imental setup. The next step is to obtain the regime of linearity, so that investigations

of non-normal nature of the system can be performed.

5.5.2 Identification of linear regime

In this section, the range of linearity is determined as already described in § 5.4.2. In

order to identify the linear regime, it is important to characterise the acoustic drivers for

its linearity. The equations governing the classical acoustic field in a duct is linear. The

above fact is used to analyse the linearity of the acoustic drivers. The Rijke tube system

is excited continuously using acoustic drivers with the heater and blower switched off at

a given frequency. The response of the system is recorded from the microphones. The

voltage supplied to the acoustic driver is also noted and varied. A response curve for the

acoustic driver unit is obtained and is shown for three forcing frequencies in figure H.1.

In the x-axis, the rms value of the voltage supplied to the acoustic driver units is shown

and in the y-axis, the rms value of the acoustic pressure fluctuations (Prms|x=0.525) is
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Figure 5.12: Characteristics of the acoustic driver unit, obtained for three different fre-
quencies. The rms value of the voltage supplied to the acoustic driver
unit is indicated in ‘x’ axis. The dots indicate the actual data, while the
continuous line is the corresponding linear fit.

shown. The dots indicate the actual data and the line indicates the linear fit. From the

response curve, one can conclude that the linear fit represents the actual data with less

than 0.5% spread. Hence for the voltage range indicated in figure H.1, the relationship

between the voltage supplied to acoustic driver and the acoustic pressure generated is

linear.

The heater and blower are now switched on. Due to reasons explained in the last

paragraph of § 5.5.1, linear regime is identified only in zone GH. Figure H.2 represents

the response of the system to continuous excitation with the acoustic driver and the

output as the rms value of acoustic pressure fluctuations. As earlier, dots indicate

the actual data. It can be observed that the dots does not form a straight line and it

grows sub linearly for larger amplitudes of the voltage supplied to the acoustic driver.

Dashed line indicates a quadratic fit to the actual data with a spread of 0.3%. A linear

fit, shown as a continuous line is performed with the actual data at low amplitudes of

VAcoustic driver, which in the present case is less than 3 V . The triggering amplitude

is marked as a chained horizontal line. In the present case, the limit of linearity is

determined when the deviation of the actual data from the linear fit is more than 5% of

the corresponding triggering amplitude. The amplitude at which nonlinear nature of the

system is significant is indicated by the triggering amplitude and hence is chosen as the
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Figure 5.13: Identification of linear regime. Acoustic forcing is performed at 300 Hz
with K = 764 W & ṁ = 2.34 g/s. Shaded grey area indicates the linear
regime.

reference. The above defined linear regime is shaded in grey as shown in figure H.2.

For a given power supplied to the heater, the acoustic pressure amplitude corresponding

to the limit of linearity is the upper limit of acoustic pressure level in the duct, where

the system behaves as a linear system. The contribution from the nonlinearity of the

system can be neglected in the above regime.

The power supplied to the heater is now varied and the same procedure is repeated.

The limit of linearity is obtained and is shown in figure 5.14 along with the triggering

amplitude. In the consolidated bifurcation plot, ‘LN’ represents the limit of linearity.

Line segments GH and IJ represent the mean value of the triggering and the correspond-

ing limit cycle amplitudes over different experiments shown previously in figure 5.10.

Experiments, which are focussed on the investigation of transient growth are performed

in the regime indicated in grey colour. It is observed from figure 5.14, that the lin-

ear regime is fairly large in the bifurcation diagram, so that the measurements can be

obtained with low noise level. As the first step in the investigation of the non-normal

nature of the thermoacoustic interaction, the non-orthogonality of the eigenmodes of

the system are investigated experimentally. The results of the same are discussed in the

following subsection.
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Figure 5.14: Consolidated bifurcation diagram, showing triggering amplitude, limit cy-
cle and the extent of linear regime. The experiments associated with the
investigation of non-normal nature of the system are performed in the lin-
ear regime, shaded in ‘grey’.

5.5.3 Non-orthogonality of the eigenmodes

Acoustic pressure data recorded by the microphones are used for DMD analysis. A

total of 742 snapshots are used with 0.125 ms as the time interval between them is used

in DMD. The amplitudes of the recorded acoustic pressure data are below the linearity

limit defined in § 5.5.2. A typical data used for DMD analysis are shown in figures I.1(b

& d) and the effect of noise in the measurements are discussed in Appendix (I). As de-

scribed earlier in § 5.4.3, the non-orthogonality of the eigenmodes is determined by the

numerical value of |〈p1, p2〉|. The eigenmodes and the corresponding value of |〈p1, p2〉|
obtained from experimental data are shown in figure 5.15. As the power supplied to

the heater is increased, the amplitude of the wiggles are observed to increase in the

imaginary part of the eigenmodes. The corresponding value of |〈p1, p2〉| also increases

with increase in the value of K. The uncertainty in the value of |〈p1, p2〉| is 10% for

the noise level encountered in the present experiments (see Appendix I). The variation

of |〈p1, p2〉| with the value of K is shown in figure 5.15(g) along with the associated

error bars. From the above figure, it can be concluded that the non-orthogonality of the

156



eigenmodes of the system increases with increase in the power supplied to the heater.

As before in § 5.4.5, verifications are performed in order to ensure that the wiggles

represent the discontinuity in the slope of the eigenmodes. Figure 5.16(a) shows the

spectrum obtained by applying DMD on the data associated with figure 5.15(f ). The

eigenvalues are numbered and again, the first four represent the eigenvalues of the sys-

tem. The other eigenvalues are spurious. For example, eigenvalues like 5 - 9 are real

numbers and just represent the decay of the perturbations without any oscillations. On

the other hand, eigenvalues 10 & 11 corresponds to high frequency and fast decaying

oscillations. The above eigenvalues do not have any physical significance associated

with the dynamics of the system. The contribution of all the dynamic modes in the

evolution of the system is shown in figure 5.16(b). The contribution from the first four

dynamic modes are significant and since the experiment is performed in the linear, the

above four represent the first two eigenmodes of the system. The acoustic pressure data

are reconstructed using the first two eigenmodes and are compared with the original

evolution data of the system as before in figure 5.16(c). The maximum error observed

is 20%, which is reasonable for a reconstruction of an experimental data (Podvin et al.,

2006).

5.5.4 Evidence of transient growth

The eigenmodes of the system are non-orthogonal and hence transient growth of the

initial perturbations is present. The amount of transient growth is characterised by

a scalar measure. In the present system, total acoustic energy defined as Ẽ(t) =

Sc

2

(
L∫
0

(ρ̄u2 + p2/ (γp̄)) dx

)
is used as the measure. The same measure is used by

Balasubramanian and Sujith (2008b) in the theoretical analysis of the same Rijke tube

system. Sc is the cross section area of the tube and overbar (̄ ) represents the steady state

quantities. Acoustic pressure (p) is measured already at 15 locations and the acoustic

velocity (u) is obtained by two microphone technique (Bellows, 2006). The largest

spacing between any two microphones in the present experiment is 75 mm and the

cross section dimension is 92 mm, which facilitate to measure acoustic velocity fluc-

tuations in the frequency range 100 Hz - 1.76 kHz (Abom and Boden, 1988). In the
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Figure 5.15: a-f ) First two eigenmodes obtained by performing DMD on the data ob-
tained from experiments. The eigenmodes with the value of the heater
power ‘K’ and the absolute value of the inner product 〈p1, p2〉 are indi-
cated in the title of each subfigures. Legends are same as in figure 5.5. g)
Variation of |〈p1, p2〉| with the power supplied to the heater, along with the
associated error bars.
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Figure 5.16: a) Spectrum obtained by applying DMD on the data associated with figure
5.15(f ). The eigenvalues are numbered and corresponds to the dynamic
mode number in the next subfigure. The dotted horizontal and vertical
lines represent the real and imaginary axis respectively. The first four
eigenvalues represent the first two eigenmodes of the system. b) Rela-
tive contribution (root mean square value) of the dynamic modes during
the evolution of the system. The first four dynamic modes correspond to
the first two eigenmodes, along with their complex conjugates. c) The per-
centage difference (Φ(xj) = (||p(xj, t)− pr(xj, t)||) /||p(xj, t)|| × 100)
between the input data and the reconstructed data using the first four dy-
namic modes of the system at all the locations of microphones.
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Figure 5.17: Three kinds of initial perturbations given to the system through acoustic
driver. Sinusoidal input of the form a) 0.54sin(2πf1t), b) 0.54sin(2πf2t),
c) 0.3sin(2πf1t) + 0.3sin(2πf2t), where f1 & f2 are the frequencies of
the first and second eigenmodes of the system. The vertical black line
indicates the time location, where the acoustic driver is switched off and
implies the same in figure 5.18

present case, first (≈ 175 Hz) and second (≈ 350 Hz) eigenmodes of the system are of

interest. Hence, the above spacing is suitable for the present experimental investigation.

Since the amount of transient growth depends on the type of initial condition, three

kinds of initial perturbations are considered as shown in figure 5.17. The first two kinds

of initial conditions correspond to excitation with a pure sinusoidal frequency of the

first two eigenmodes respectively. The waveform of the last kind of initial perturbation

is a linear combination of first two eigenfrequency of the system. The vertical black

line indicates the time location, where the acoustic driver is switched off and implies

the same in figure 5.18. The evolution of the system to the above three initial con-

ditions is analysed. Two cases, heater switched ‘off’ and ‘on’ are investigated. When

the heater is switched off, the non-dimensional acoustic energy (E = Ẽ/ (Scρuu
2
u/2),

subscript ‘u’ represents upstream steady state quantities) decays monotonically in time

after the excitation from the acoustic driver ceases. This is shown in figure 5.18(a). The

grey area indicates the region, where the forcing from the acoustic driver is present.

The amplification of acoustic energy (E(t)/E(0)) measured from the instant when the
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Figure 5.18: Evolution of non-dimensional acoustic energy defined as E(t) =(
L∫
0

(ρu2 + p2/ (γpu)) dx

)
/ (ρuu

2
u). a) heater switched off, & c) heater

switched on (K = 747 W ). Evolution of the amplification of acoustic
energy E(t)/E(0) with b) heater switched off, & d) heater switched on.
The colours indicate evolutions corresponding to three kinds of initial con-
ditions shown in figure 5.17. Grey area indicates the region, where the
acoustic driver is switched on.
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Figure 5.19: Evolution of acoustic pressure at x = 0.3 in the linear regime. Chained
lines in all the subfigures represent the amplitude of the limit of linear-
ity. The amplitude of the initial perturbation is scaled and the subsequent
evolution of the system is recorded. a) 0.1sin(2πf1t) + 0.1sin(2πf2t), b)
0.075sin(2πf1t)+0.075sin(2πf2t), c) 0.05sin(2πf1t)+0.05sin(2πf2t),
d) Rescaled evolution of acoustic pressure from subfigures (a-c). Hol-
low circles and cross mark are associated with the data from subfigures
(b & c) respectively. The duration of the evolution of the system shown
is 0.2 s, which corresponds to a non-dimensional time (t/ (L/a)) of 69.
K = 747 W
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acoustic speaker is switched off, is plotted in figure 5.18(b). Note the shift in the time

axis, as it starts from 11.13. The numerical value of E(t)/E(0) measures directly the

amount of transient growth present in the system. There is no transient growth observed

in cold flow for all kinds of initial conditions, indicating that the dynamics of the pure

acoustic field is normal. The same exercise is repeated with the heater switched ‘on’ at

747 W . Figure 5.18(c) represents the evolution of acoustic energy. When the system is

excited using first and second kind of initial condition, there is no significant transient

growth. After the above initial condition, mostly only one eigenmode is excited and

due to the linearly stable nature of the system, E(t) decreases monotonically. However,

when the initial condition has projections on two eigenmodes (figures 5.17c), transient

growth (green curve) is observed. The amount of transient growth can be seen from

figure 5.18(d). The amplification of acoustic energy is 1.8 for the third kind of initial

condition to the system. The growth in energy is of the same order as reported numer-

ically by Balasubramanian and Sujith (2008b). The amplitude of the acoustic pressure

in the above experiment is below the limit of linearity (section 5.5.2). In order to further

ensure that the growth observed is due to non-normal nature of the system, following

check was performed. Figure 5.19(a) shows the evolution of acoustic pressure, which

portrayed transient growth in figure 5.18(c) and it corresponds to the third kind of initial

condition. Two horizontal lines indicate the limit of linearity. To check linearity, the

initial perturbation amplitudes are scaled by 0.75 & 0.5 and the subsequent evolution

of the system is shown in figure 5.19(b & c) respectively. The shape of the acoustic

pressure trace is same in all the cases (figure 5.19a - c). The pressure evolutions in fig-

ure 5.19(b & c) are rescaled and are compared with the original evolution. The results

are plotted in figure 5.19(d). The dotted lines indicate and the rescaled evolution of

pressure and the continuous line correspond to the original pressure trace. The rescaled

pressure traces match well (within 3%) with the original one. Moreover, the above

match is confirmed for a duration of 69 non-dimensional time, which contains the time

duration shown in figure 5.18. The above exercise indicates that the evolution of the

system is linear and the transient growth observed in figure 5.18(c) is indeed due to the

non-normal nature of the thermoacoustic interaction.
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5.6 Conclusion

In the present paper, experiments are performed to identify the non-normal nature of

thermoacoustic interaction in an electrically heated horizontal Rijke tube. A total of 15

microphones are placed along the tube to measure acoustic pressure and 2 thermocou-

ples, one at the inlet of the tube and the other just downstream of the heater, to monitor

the steady state temperature in the duct. The system is perturbed using four acoustic

driver units located on the tube. Since non-normality is a linear phenomenon, the ex-

periments have to be performed in a regime, where the system is linear. To identify the

linear regime, the following procedure is performed. First, the bifurcation diagram is

obtained with the power supplied to the heater as the control parameter. The transition

from linearly stable to unstable to behaviour happens via subcritical Hopf bifurcation

and is manifested as an hysteresis behaviour. Then, in the hysteresis region, trigger-

ing amplitude for the system to become nonlinearly unstable is obtained. As the last

step, the linear regime is identified by forcing the system continuously at a particular

frequency and measuring the response of the same. The limit of linearity is determined

as the amplitude of the acoustic pressure level in the tube, at which the response of the

system deviates from the linearised response by 5% of the triggering amplitude. Ex-

periments associated with the investigation of the non-normal nature of the system are

performed below this limit of linearity.

Two sets of experiments are performed, in order to observe the non-normal nature

of the system. The first one deals with the extraction of the eigenmodes of the system

from the experimental data. Dynamic mode decomposition (DMD) technique is applied

to the obtained acoustic pressure data to extract the eigenmodes. From the theoretical

investigation, a discontinuity in the slope of the pressure eigenmodes at the location of

the heater is observed. The above discontinuity increases with the increase in the heater

power and it increases the non-orthogonality of the eigenmodes of the system. The syn-

thetic data from the above theoretical analysis is fed to DMD and the discontinuity in the

slope of the eigenmodes is captured as wiggles near the location of the heat source. The

non-orthogonality between the eigenmodes obtained from DMD also increases with

heater power. From the experimental data, first two eigenmodes are extracted and again

the wiggles are observed in the same. The uncertainty in the non-orthogonality between
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the eigenmodes are evaluated from the consideration of the background noise present

in the system. It is observed that the non-orthogonality of the experimentally obtained

eigenmodes increases (with the associated error bars) with increase in the heater power,

thus identifying the non-normal nature of thermoacoustic interaction.

The second set of experiments are performed in order to capture transient growth

experimentally. The amount of transient growth is measured in terms of acoustic energy

in the system. Acoustic pressure is measured directly and acoustic velocity is calculated

by applying two microphone technique onto the obtained pressure data. Three kinds

of initial conditions are given to the system. The first two kinds of initial conditions

correspond to excitation with a pure sinusoidal frequency of the first two eigenmodes

respectively for a brief period of time. Afterwards, the system is allowed to evolve on

its own. The waveform of the last kind of initial perturbation is a linear combination of

first two eigenfrequency of the system. With the heater switched on, when the system is

excited using first and second kind of initial condition, there is no significant transient

growth. On the other hand, transient growth of approximately two fold increase in

acoustic energy is observed during the the excitation of the system with the third kind

of initial condition. Moreover, when the above experiment is performed with the heater

switched off, no significant transient growth is observed for all the three kinds of initial

perturbations. The above experiment confirms that transient growth is indeed present

and is due to the non-normal nature of thermoacoustic interactions.
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APPENDIX A

Coupling terms in Eqns. (2.9) and (2.10)

The linear and nonlinear coupling terms used in Eqns. (2.9) and (2.10) are given below:

I1
n,m =

∫ 1

0

[
MŪωm cos(ωmx) + M

dŪ

dx
sin(ωmx)− km sin(ωmx)

]
sin(ωnx)dx

I2
n,m =

∫ 1

0

(
M2Ū

γ

dŪ

dx
cos(ωmx)− ωm sin(ωmx)

)
sin(ωnx)dx

I3
n,m = −

∫ 1

0

kmŪ cos(ωmx) sin(ωnx)dx

I4
n,m = −

∫ 1

0

kmŪ sin(ωmx) sin(ωnx)dx

I5
n,m =

∫ 1

0

γMωm cos(ωmx) sin(ωnx)dx

I6
n,m =

∫ 1

0

[
(λM)2dŪ

dx
Ū cos(ωmx)− γM2Ūωm sin(ωmx)

]
cos(ωnx)dx

I7
n,m = −

∫ 1

0

ke cos(ωmx) cos(ωnx)dx

N1
n =

∫ 1

0

[
N∑

m=1

(Rc
m cos(ωmx) + Rs

m sin(ωmx))
N∑

k=1

Uk sin(ωkx)

]
sin(ωnx)dx

N2
n =

∫ 1

0

[
N∑

m=1

Um sin(ωmx)
N∑

k=1

Ukωk cos(ωkx)

]
sin(ωnx)dx

N3
n =

∫ 1

0

[
N∑

m=1

Pm cos(ωmx)
N∑

k=1

Pkωk sin(ωkx)

]
sin(ωnx)dx

N4
n =

∫ 1

0

[
N∑

m=1

Um sin(ωmx)
N∑

k=1

Pkωk sin(ωkx)

]
cos(ωnx)dx

N5
n =

∫ 1

0

[
N∑

m=1

Pm cos(ωmx)
N∑

k=1

Ukωk cos(ωkx)

]
sin(ωnx)dx

(A.1)



APPENDIX B

Linearised equations

The linearised evolution equation, corresponding to Eqns. (2.25, 2.26, 2.29 & 2.30) for

the coupled acoustic – burn rate equation is

dχ

dt
= Lχ

L =


 A2N×2N B2N×(2N(Mg−1))

C(2N(Mg−1))×2N D2N(Mg−1)×2N(Mg−1)




(2NMg)×(2NMg)

A = −2




I1
1,1 I2

1,1 I1
1,2 I2

1,2 . .

I5
1,1/γM I6

1,1/γM − (αNO + ξ1) /2 I5
1,2/γM I6

1,2/γM . .

I1
2,1 I2

2,1 I1
2,1 I2

2,2 . .

I5
2,1/γM I6

2,1/γM I5
2,1/γM I6

2,2/γM − (αNO + ξ2) /2 . .

. . .

. . .

.

. . . . . .




2N×2N

B = −2m

β1




Ec
1,1 Ec

1,2 . . Ec
1,N Es

1,1 Es
1,2 . . Es

1,N

Ec
2,1 Ec

2,N . . Ec
2,N Es

2,1 Es
2,1 . . Es

2,1

. . .

.

. . . . . . . . . .




2N×(2N(Mg−1))

Ec
j,n (1, 1) = I3

j,n, Ec
j,n (2, 1) = I7

j,n, Es
j,n (1, 1) = I4

j,n.



All other entries are zero. Note that Ec
j,n and Es

j,n are 2× (Mg − 1) matrices.

C =




S1

S2

S3

.

.

SN

0

0

0

.

.




(2N(Mg−1)×2N)

Sq(2, 2) = γMFβ1

(
B(1− k) +

2Bk

∆η

)

Sq is (Mg-1)×2N matrix. All other entries are zero.

D =


 Dc 0

0 Ds


 , Ds = Dc =




G1 0 0 . .

0 G2 0 . .

.

. .

0 0 . . GN




(Mg−1)N×(Mg−1)N

GN = F




Bc
1 0 Bc

2 0 0 0 . .

H1
2 + H4

2 H2
2 H3

2 0 0 0 . .

H4
3 H1

3 H2
3 H2

3 0 0 . .

.

. . .

. . . .

. . . 0

H4
Mg−1

. . 0 0 H1
Mg−1

H2
Mg−1

H3
Mg−1




(Mg−1)×(Mg−1)
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Bc
1 = A(k − 1)−

(
k

∆η

)2 (
1 +

2∆ηA

k

)
−mBc

2 =
β1

β3

(
k

∆η

)2

H1
q =

βi

βi−1

(
kηq − k2ηq

2∆η
+

(
kηq

∆η

)2
)

H2
q = −2

(
kηq

∆η

)2

H3
q =

βi

βi+1

((
kηq

∆η

)2

− kηq − k2ηq

2∆η

)
H4

q = −βi

β1

mpη
1/k
q

where ηq is the co-ordinate at qth discretised point. Note that ∆η is the same between

all successive grid points.
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APPENDIX C

Governing equations and boundary conditions involved

in the hydrodynamic zone:

An unsteady heat transfer problem is solved with the system of equations (4.6). The

heater in its primitive form is a thin wire filament wound around the heater frame. The

heater wire filament is arranged in the form of a rack (a schematic diagram of the same

is shown in Fig. C.1a). The typical spacing between the racks of the wire filament is

50 times larger than the wire radius (∼ mm). Hence, a two-dimensional flow over a

single cylinder is considered, as shown in Fig. (C.1b). The heat transfer from the single

cylinder is multiplied by the effective length of the wire filament lw to obtain the total

heat transfer from the hydrodynamic zone.

Typical Reynolds number Red (= 2Rec) of the base flow, based on the diameter

of the wire filament is around 20. Also, it is observed from Fig. 3.3(a) that the max-

imum non-dimensional acoustic velocity at the heater location ‘uf ’ is approximately

four. The fluctuating flow over the heater wire experiences a freestream flow with a

maximum flow velocity of five times the base flow during one cycle. Hence, the maxi-

mum Reynolds number (Rem) to be obtained is 100 during one cycle. Sarpkaya (1986)

experimentally obtained the condition for the above oscillatory flow to become unstable

and shed vortices based on the non-dimensional number; Keulegan-Carpenter number

Kc (Kc = UmT/D) for a given viscous scale parameter β (β = Rem/Kc), where Um is

the maximum velocity of the free stream encountered during a cycle and T is the time

period of oscillation. For the present problem (parameter values from table 4.1), the

values of the above non-dimensional numbers are Kc = 1.25 and β = 80. For β = 80,

the critical value of Kc above which the oscillatory flow over the cylinder becomes un-

stable to shed vortices is 2.11 (Sarpkaya, 1986), which is larger than that investigated

in the present case. Hence vortex shedding does not occur. Owing to this, only one half

of the flow domain is considered for the present simulation and the symmetry boundary

condition is enforced.



Figure C.1: Schematic representation of the heat source, (a) rack of the heater wire
filament (b) boundary conditions for the two dimensional flow over a heated
circular cylinder.

Figure C.2: Grid generated (121× 101) for flow in the hydrodynamic zone (a) Physical
domain with grid clustering near the cylinder surface with k = π. Flow
domain is shown only up to r = 25 so that the presence of the cylinder can
easily be visible in the figure. Numerical simulations are performed for the
domain size r = 50. Convergence tests are performed and it is found that
there is less than 5% change in the results with the domain size for r = 50,
(b) Computation domain with uniform grids.
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Figure C.3: Staggered grid arrangement, indicating density, pressure, temperature and
velocity nodes. (a) Physical domain, (b) Computational domain.

Figure C.4: (a-b) ‘r’ direction velocity component discretisation stencil. (c-d) ‘θ’ di-
rection velocity component discretisation stencil. (a & c) Physical domain,
(b & d) Computation domain.
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A plane polar coordinate system is used to implement the no-slip boundary condi-

tion on the surface of the wire filament (circular cylinder). Moreover, fluid viscosity and

thermal conductivity are assumed to be independent of temperature. The flow domain

and the boundary conditions are shown in Fig. (C.1). The switch from Dirichlet to Neu-

mann boundary condition at θ = π/2 (from upstream to downstream in Fig. C.1) for

up, Tp is to have the numerical solvability of the hydrodynamic equations. The above

switch is performed in Abu-Hijleh (2003) for a similar problem. The Dirichlet boundary

condition (specified by the upstream acoustic zone) is applied in the farfield upstream

boundary and the Newmann boundary condition is applied in the farfield downstream

boundary for ρp, up and Tp. The average of the above flow variables in the downstream

boundary of the hydrodynamic zone is used in the one dimensional acoustic zone down-

stream of the heat source.

Near the cylinder surface, the gradient is large and it is important to cluster more

number of grids near the cylinder surface. Therefore, grid clustering is incorporated

by the following transformation r = ekξ, where k is the grid clustering parameter,

which determines the rate at which the grid grows as one moves away from the cylinder

surface. A uniform grid in ‘ξ, θ’ plane (computational plane) will give a stretched grid

in ‘r, θ’ plane (physical plane) with more grids clustered around the cylinder surface.

Fig. C.2(a) shows the generated grid for the present problem, where the grid size near

the cylinder surface is very small compared to the far field and the grid size increases

exponentially as ’r’ increases. The corresponding grid in the computational domain is

uniform and is shown in Fig. C.2(b). The system of equations (4.6) with the above

transformation is solved by using semi-implicit method for pressure linked equation

(SIMPLE) algorithm (Patankar, 1980) with fast Poisson solver (Press et al., 2007) for

solving the pressure correction equation in the SIMPLE algorithm.

Staggered grid arrangement is implemented in the present computation as recom-

mended by Patankar (1980) and is shown in Fig. C.3. The location indexed as (rd, θd)

represents a grid point. The grid point is shifted by half grid length to obtain the stag-

gered grid point, which is indexed as (rs
d, θ

s
d). The values of the variables associated

with density, pressure and temperature are stored in the node, which is in the middle of

the primitive cell (ABCD) as shown in Fig. C.3. On the other hand, the velocity com-
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Property Red = 20 Red = 30

Recirculation zone length (in terms of 2lc) 1.24 (1.15) 1.54 (1.54)

Separation angle from trailing edge (in radians) 0.79 (0.78) 0.87 (0.87)

Nusselt number 2.50 (2.40) 2.98 (2.83)

Table C.1: Comparison of various steady state flow properties between the present sim-
ulation and experiments. Numerical values in parentheses indicate val-
ues obtained from experiments. Experimental results for the recircula-
tion zone length and the separation angle are obtained from Coutanceau
and Bouard (1977), whereas the Nusselt number, defined as Nud =

2T̃ u
0

2π(T̃w−T̃ u
0 )

[(
2π∫
0

(
−∂Tp

∂r

)
r=1

dθ

)]
is obtained from Collis and Williams

(1959).

Figure C.5: Response of the unsteady heat transfer from the heated cylinder for the
forcing of the freestream velocity, up(r → ∞, π/2 < θ < π) = 1 +
0.1 sin(ta/2.43). The parameters are, Red = 10, T̃u = 295 K, T̃w =
700 K.
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ponents are stored in the edges of the cell. The continuity (3.24a) and energy (3.24c)

equations , are discretised with its centre as the grid point (rd, θd). Whereas, the mo-

mentum equation (4.6b) in the ‘r’ and ‘θ’ direction are discretised around (rs
d, θd) and

(rd, θ
s
d) nodes. The same is shown in Fig. C.4 for both physical and computational do-

main. First order up winding scheme is used for the continuity equation, while second

order central difference scheme is used for the rest.

The results in the present numerical simulation (without the global-acceleration

term) of the hydrodynamic zone are compared with the existing results for validation.

The steady state properties are compared in table (C.1) with experimental results from

Coutanceau and Bouard (1977) and Collis and Williams (1959). A good agreement

(with less than a 10% difference) is observed for the steady state properties. The re-

sponse of the unsteady heat transfer from the heated cylinder to sinusoidal forcing is

compared with the numerical simulation performed by Apelt and Ledwich (1979) and

is shown in Fig. C.5. A reasonable agreement in the response of the system is ob-

served. The constant density formulation used by Apelt and Ledwich (1979) might be

the reason for the difference in the above two responses of the unsteady heat release

rate.
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APPENDIX D

Brief indication of the steps involved in obtaining the

adjoint equation:

A brief explanation of the steps involved in derving the adjoint equations (4.30), the cor-

responding boundary conditions (4.31-4.35) and the mapping (4.36 & 4.37) between the

direct and adjoint equations are given as follows. The adjoint equations and the corre-

sponding boundary conditions are obtained when the first variation of the Lagrangian

(Γ) with respect to the direct variables are set to zero (see § 4.28). There are various

terms in Γ and the structure of these terms are fewer in number. One representative

member is chosen for each structure and the first variation of the same member with the

direct variables is performed. The first variation thus obtained for the above member

is set to zero (which gives the adjoint system) and the contributions of the same mem-

ber to the adjoint equations and the boundary conditions are analysed. Let φ represent

any one of the direct variables (ua, pa, u, v....) and φ̃ represents the adjoint variable

corresponding to the direct variable φ.

D.0.1 Acoustic zone

Algebraic term

The following generic algebraic term is considered from the expression for Lagrangian

Γ (4.29) in the acoustic zone.

〈
φ, φ̃

〉
a

=

Topt∫

t=0

1∫

x=0

φφ̃dxdt (D.1)

Taking first variation of the above expression with respect to φ gives the following

〈
∂φ

∂φ
δφ, φ̃

〉

a

=

Topt∫

t=0

1∫

x=0

φ̃δφdxdt (D.2)



The δ used in the above expression indicates the variation of the variable φ. Since δφ in

the right hand side of the above expression is arbitrary, the first variation of the above

expression vanishes when the integrand itself vanishes. Similar terms from Γ which

have the same form as that of the above expression (D.2) are gathered and the final

integrand obtained is equated to zero. Thus the right hand side of the above expression

is one of the term, which contributes to the adjoint equation (4.30). Other terms in

Γ, which has gradient and laplacian forms are discussed below. The first variation of

these terms generate terms, which contribute to the boundary conditions (4.31-4.35) for

the adjoint equation and the mapping between the direct and adjoint variables (4.36 &

4.37).

Gradient term

A generic gradient term has the following form in Γ.

〈
∂φ

∂t
, φ̃

〉

a

=

Topt∫

t=0

1∫

x=0

∂φ

∂t
φ̃dxdt (D.3)

Taking first variation with respect to φ as before in § D.0.1, one obtains the following:

〈
∂

∂φ

(
∂φ

∂t

)
δφ, φ̃

〉

a

=

Topt∫

t=0

1∫

x=0

∂δφ

∂t
φ̃dxdt (D.4)

Now integration by parts is performed for the variable ∂δφ/∂t so as to move the operator

∂/∂t from δφ to φ̃. The expression thus obtained is as follows.

〈
∂

∂φ

(
∂φ

∂t

)
δφ, φ̃

〉

a

=

1∫

x=0

φ̃δφ
∣∣∣
Topt

t=0
dx−

Topt∫

t=0

1∫

x=0

∂φ̃

∂t
δφdxdt (D.5)

The first integral in the right hand side of the above expression contributes to the map-

ping between the direct and adjoint variables (4.36 & 4.37) and the second integral

contributes to the adjoint equations (4.30). In the above case, gradient in t is consid-

ered. Similarly the first variation of the terms with gradient in x can be performed with

one difference. The difference is that the surface terms obtained after performing in-
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tegration by parts (like tht first integral in D.5) contribute to the boundary conditions

(4.31-4.35) for the adjoint equations. It is important to note that the second integral in

(D.5) has the same form as the integral in (D.4) with a sign difference. This implies the

fact that the gradient term is non-self adjoint. The same conclusion about the non-self

adjoint nature of the gradient operator is applicable to the gradient terms in the govern-

ing equations (4.7) of the hydrodynamic zone. In the present paper, the gradient terms

in the equations (4.7) governing the hydrodynamic zone contribute to the non-normal

nature of the system. The higher order derivatives in space (e.g. Laplacian) generate

more surface terms, which again contribute to the boundary conditions.

D.0.2 Hydrodynamic zone

Laplacian term

In this section, the first variation of a term in Γ involving Laplacian operator in the

hydrodynamic zone is performed and is given by the following.

〈
∂

∂φ

(∇2φ
)
δφ, φ̃

〉

h

=

Topt∫

t=0

π∫

θ=0

∞∫

r=1

(
∂2δφ

∂r2
+

1

r

∂δφ

∂r
+

1

r2

∂2δφ

∂θ2

)
φ̃rdrdθdt (D.6)

As before in § D.0.1, integration by parts is performed on the above expression leaving

the expression in the following form:

〈
∂

∂φ

(∇2φ
)
δφ, φ̃

〉

h

=

∫ Topt

t=0

π∫

θ=0

(
φ̃r

∂δφ

∂r
− ∂rφ̃

∂r
δφ + φ̃δφ

)∣∣∣∣∣

∞

r=1

dθdt

+

Topt∫

t=0

∞∫

r=1

(
φ̃

r

∂δφ

∂θ
− 1

r

∂φ̃

∂θ
δφ

)∣∣∣∣∣

π

θ=0

rdrdt +

Topt∫

t=0

π∫

θ=0

∞∫

r=1

(
∇2φ̃

)
δφrdrdθdt

(D.7)

The first two integrals in the right hand side of the above expression contributes to the

adjoint boundary conditions and the last integral contributes to the adjoint equation.

Note that the last integral in (D.7) has the same form as the integral in (D.6). This is

due to the fact that Laplacian ∇2 is a self-adjoint operator. In this way (D.0.1, D.0.1 &

178



D.0.2) the first variation of all the terms in the expression for the first variation of Γ with

respect to the state space variables of the system are evaluated and the adjoint system is

obtained.
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APPENDIX E

Detailed drawing of the Rijke tube experimental setup

A detailed drawing for the configuration of the Rijke tube setup shown in Fig. 5.1 is

presented in this section. The material used for making the major elements in the setup

are tabulated in Table E.1.

Description Material

Rijke tube Aluminium

Decoupler Mild steel

Heater stand Cynthanium

Heater mesh Stainless steel

Electrical leads Copper

Insulation Glass fibre

Table E.1: Materials used to make the major components of the Rijke tube setup.



Figure E.1: Detailed drawing for the Rijke tube along with provisions for instrumenta-
tions; a) isometric, b) Orthographic view. Microphones and thermocouples
are mounted in the small holes, while acoustic drivers are mounted in the
large holes. All dimensions are in mm.
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Figure E.2: Detailed drawing for the decoupler (orthographic projections). All dimen-
sions are in mm.
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Figure E.3: Detailed drawing for the heater stand; a) isometric, b) Orthographic view.
All dimensions are in mm.
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Figure E.4: Detailed drawing for the heater mesh brazed with the copper rod. All di-
mensions are in mm.
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APPENDIX F

Calibration of microphones

A total of 15 microphones are used to track the evolution of acoustic pressure along

the length of the duct. It is important to calibrate them for their relative sensitivity and

phase in the frequency of interest. Towards this purpose, one microphone, model - PCB

103B02 SN 5236 is chosen as the reference, which has a sensitivity of 223.65 mV/kPa.

A schematic of the calibration setup is shown in figure F.2(a). A calibration tube of

length 0.9 m and internal diameter (dcal) of 0.11 m is used as an acoustic resonator.

The above tube is used to reduce the effect of ambient noise in the measurement. In

the present case, the cutoff frequency (fcut) for the propagation of a non-planar mode

(radial mode) is 1.8 kHz (fcut = 1.84a/(2πdcal/2) taken from Kinsler et al. 2000).

The frequency of interest in the present investigation is in the range 100−500 Hz, which

is much below fcut and hence only longitudinal modes propagate in the duct. Four

microphones are placed on the end plate of the calibration tube and the arrangement is

shown in figure F.2(b). A reference microphone is placed at one of the ports and the

rest of the three ports are used to calibrate other microphones. An 18” extended low

frequency Ahuja acoustic driver (L18-SW650) is used for exciting the system.

The calibration is performed as follows. At a given frequency, the system is excited

continuously and the acoustic pressure is recorded by the microphones. The ampli-

tude of pressure oscillations from the microphones are obtained and compared with the

reference. Further, the phase difference between a microphone measurement and the

reference is also noted. The experiment is repeated for various frequencies in the range

100 - 500 Hz, which is of interest in the present investigation (see § 5.5.4). A typical

calibration data is shown in figure F.2 for the microphone 103B02 SN 5235. The ampli-

tude ratio is defined as Acalib = Am/Aref , where Am & Aref represent the amplitudes

measure from the above microphone and the reference. The mean value is used to ob-

tain the relative sensitivity of the microphone. It is observed from figure F.2(a), that the

variation of Acalib = Am/Aref in the frequency of interest is less than 4% of the mean



Figure F.1: (a) Schematic representation of the microphone calibration setup. (b) Mi-
crophone arrangements for calibration. All dimensions shown are in mm.
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Figure F.2: Calibration data for a microphone, 103B02 SN 5235 in the frequency range
50− 500 Hz. Calibration is performed twice to ensure repeatability and are
shown as cross and hollow circular symbols. (a) Amplitude ratio Acalib =
Am/Aref , Am & Aref represent the amplitudes measure from the above
microphone and the reference. (b) Phase difference between the microphone
and the reference.

value. Moreover, the phase difference between the above microphone and the reference

is also less than 4 degrees. The above exercise is repeated for other microphones and

the obtained values of Acalib = Am/Aref are tabulated in table F.1. Since the phase

difference is small, the same is neglected. The calibration data of the microphones are

used further in the analysis to obtain the acoustic pressure values.
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S. No Model number location (mm) Acalib = Am/Aref

1 41064 0.035 4.79

2 41061 0.070 4.02

3 111212 0.010 3.65

4 5246 0.150 1.03

5 5234 0.225 1.00

6 4753 0.300 0.91

7 5245 0.375 0.94

8 111206 0.450 3.72

9 111213 0.525 3.56

10 5238 0.675 0.99

11 4752 0.750 0.95

12 5236 (reference) 0.800 1.00

13 111207 0.825 3.62

14 5235 0.900 1.02

15 377B11 0.965 23.81

Table F.1: Calibration data, Acalib = Am/Aref for all the microphones used in the
present investigation. All the microphones used belongs to PCB SN series.
The model number along with the location in the Rijke tube are also shown.
The sensitivity of the reference microphone, SN 5236 is 223.65 mV/kPa.
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APPENDIX G

Measurement of acoustic damping

In order to ensure repeatability of the experimental results, the acoustic damping in the

system should be estimated and monitored in the subsequent realisations. The exper-

iments are performed at a prescribed ambient condition (see § 5.5). The exponential

decay rate of the system is determined for a given frequency as follows.

In the cold flow, the system is excited for a brief period of time at the frequency of

the first eigenmode. In the present case, the above value is 156 Hz. After the acoustic

driver is switched ‘off’, the system decays according to the decay rate corresponding

to the first eigenfrequency. A typical acoustic pressure data at x = 0.525 is shown in

figure G.1(a). Data used for the determination of acoustic damping is shown in light

grey region. The instantaneous amplitude of the signal is obtained by the absolute value

of the Hilbert transform of the signal (King, 2009). The evolution of the logarithmic

decay of the instantaneous amplitude, defined as log (|H(P (t))|/|H(P (tst))|) is plotted

in figure G.1(b). tst is the time at the start of the light grey region. The straight line part

of the curve indicates the exponential decay of the instantaneous amplitude. The slope

of the same gives the decay rate (α) of the system. In the present case, the value of α is

−11.5 /s. Decay rates are measured at the start of the experiments. The experiments are

further continued only when the decay rates are within 5% of the value specified earlier.

The above procedure is to ensure that acoustic damping does not vary significantly

during the course of the experiments.



Figure G.1: Estimation of acoustic damping in the system. (a) Acoustic pressure mea-
sured at x = 0.525, which is used for damping measurement. Dark grey
region indicates the period during which the acoustic driver is switched
‘on’ at a frequency of 156 Hz. Data used for the determination of acoustic
damping is shown in light grey region. (b) Determination of the decay rate
of the system by plotting the evolution of the logarithm of the instantaneous
amplitude ratio (log (|H(P (t))|/|H(P (tst))|)). The exponential decay rate
(α) is obtained by the slope of the above curve.
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APPENDIX H

Experimental determination of the amplitude of the

linear regime

In this section, the range of linearity is determined as already described in § 5.4.2. In

order to identify the linear regime, it is important to first characterise the acoustic drivers

for its linearity. The equations governing the classical acoustic field in a duct is linear

(Rienstra and Hirschberg, 2008). The above fact is used to analyse the linearity of the

acoustic drivers. The Rijke tube system is excited continuously using acoustic drivers

with the heater and blower switched off at a given frequency. The response of the system

is recorded from the microphones. The voltage supplied to the acoustic driver is also

noted and varied. A response curve for the acoustic driver unit is obtained and is shown

for three forcing frequencies in figure H.1. In the x-axis, the rms value of the voltage

supplied to the acoustic driver units is shown and in the y-axis, the rms value of the

acoustic pressure fluctuations (Prms|x=0.525) is shown. The dots indicate the actual data

and the line indicates the linear fit. From the response curve, one can conclude that the

linear fit represents the actual data with less than±0.25% spread. Hence for the voltage

range indicated in figure H.1, the relationship between the voltage supplied to acoustic

driver and the acoustic pressure generated is linear.

The heater and blower are now switched on. Due to reasons explained in the last

paragraph of § 5.5.1, linear regime is identified only in zone GH. Figure H.2 represents

the response of the system to continuous excitation with the acoustic driver and the

output as the rms value of acoustic pressure fluctuations. As earlier, dots indicate the

actual data. It can be observed that the dots does not form a straight line and it grows

sub linearly for larger amplitudes of the voltage supplied to the acoustic driver. Dashed

line indicates a power law fit to the actual data with a spread of ±0.15%. A linear

fit, shown as a continuous line is performed with the actual data at low amplitudes of

VAcoustic driver, which in the present case is less than 3 V . The triggering amplitude

is marked as a chained horizontal line. In the present case, the limit of linearity is



Figure H.1: Characteristics of the acoustic driver unit, obtained for three different fre-
quencies. The rms value of the voltage supplied to the acoustic driver unit
is indicated in ‘x’ axis. The dots indicate the actual data, while the contin-
uous line is the corresponding linear fit.

Figure H.2: Identification of linear regime. Acoustic forcing is performed at 300 Hz
with K = 764 W & ṁ = 2.34 g/s. A power law is used to fit the response
of the system. The equation of the fit is 28.36V 0.67

p − 14.24. Shaded grey
area indicates the linear regime.
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determined when the deviation of the actual data from the linear fit is more than 5% of

the corresponding triggering amplitude. The amplitude at which nonlinear nature of the

system is significant is indicated by the triggering amplitude and hence is chosen as the

reference. The above defined linear regime is shaded in grey as shown in figure H.2.

For a given power supplied to the heater, the acoustic pressure amplitude corresponding

to the limit of linearity is the upper limit of acoustic pressure level in the duct, where

the system behaves as a linear system. The contribution from the nonlinearity of the

system can be neglected in the above regime.
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APPENDIX I

Application of DMD in the presence of noise

The application of the DMD technique to determine the eigenmodes of the system from

the synthetic data by solving (5.1) is illustrated in § 5.4.3. A good agreement between

the eigenmodes extracted by the DMD technique and the actual eigenmodes is observed.

The extension of applying the DMD technique to experimental data requires the estima-

tion of robustness of the DMD algorithm in the presence of noise and the corresponding

uncertainty in the relevant output quantities.

As the first step, the noise in the system has to be characterised. Figure I.1 illustrates

the estimation of noise level in the system. The noise levels measured at locations x =

0.1 & 0.8 are shown in figures I.1(a & c). The input waveforms at the same locations,

in order to perform DMD are shown in figures I.1(b & d). The above waveform has

contributions mostly from the second eigenmode of the system. The horizontal line

indicates the rms level of the corresponding signal, which is used measure the signal

strength. The noise level is estimated as the ratio of the rms level of the noise to the

rms level of the signal at the locations of the microphones. The above noise level

data, along the duct is shown in figure I.1(e). The maximum noise level is 4.2% at

x = 0.525. Since the second eigenmode of the system is excited, the above location

is close to the acoustic pressure node and hence has the highest noise level. Similarly,

the noise level is determined for the waveforms, which are used to determine the first

eigenmode and are indicated in figure I.1(f ). Moreover, the power supplied to the heater

in the present case is K = 747 W , which is in the subcritical transition zone (see

figure 5.14) and the rms amplitude of the signals in figures I.1(b & d) are smaller

than the rms amplitude (87 Pa) of the linearity limit. As the experiment is performed

for lower values of K, acoustic pressure data with higher signal to noise ratio can be

used as the amplitude of the linearity limit is higher. In the present experiments for the

determination of eigenmodes, the maximum value of K used is 747 W (figure 5.15).

Hence the maximum noise level encountered in the determination of eigenmodes of the

system is 4.2%.



Figure I.1: Estimation of noise level encountered in the experiments. a) & c) noise level
measured at locations x = 0.10 & 0.80. b) & d) the input waveform mea-
sured at the same locations to perform DMD. The horizontal line indicates
the rms level of the corresponding signal. The noise level is estimated as
the ratio of the rms level of the noise to the rms level of the signal at the
locations of the microphones. The same is shown for the investigation of
determining the, e) second and f ) first eigenmode of the system. The param-
eters are ṁ = 2.34 g/s & K = 747 W .
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Figure I.2: Illustrates the robustness of the DMD algorithm in the presence of noise. a)
Histogram plot having 20 bins for the value of the inner product | < pi, pj >
| from 200 realisations with a random noise added to the experimental data.
The added noise level is same as shown in figure I.1(e,f ). b) Probability
density function (PDF) for the above histogram. The cross symbols indicate
the histogram data and the continuous line indicates a Gaussian distribution
fit. The equation of the same is also indicated. The mean value (xm) of
| < pi, pj > | is 0.127 and the standard deviation (σ) is 3.124 × 10−3. The
percentage error associated with | < pi, pj > | is evaluated as σ/xm×100 =
2.46. This is used as the amplitude of the error bar (?) indicated in figure
5.15(d). The parameters are same as in figure I.1.
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The uncertainty in the value of the inner product | < pi, pj > |, which determines

the non-orthogonality among the eigenmodes is performed as follows. In order to have

a conservative estimate, noise of level shown in figures I.1(e & f ) is added numerically

to the data set obtained from experiments and then DMD is performed. Further, this

procedure of estimating the uncertainty is followed, as several experimental realisations

are not possible. Several numerical realisations (in the present case 200) are performed

and the value of | < pi, pj > | is noted. The data used for DMD are first projected

onto the proper orthogonal decomposition (POD) modes in order to reduce the effect

of noise (Negrete et al., 2008) in the determination of the eigenmodes. In the present

case, a lower cut-off is defined on the number of POD modes to be used for projection

based on their energy content (Schmid, 2010). The above cut-off is set as 10 for the

application of DMD in the downstream side of the heater, while no such cut-off is set

for the upstream side.

The obtained values of | < pi, pj > | are distributed in 20 bins of size 2 × 10−3

for the data range 0.114 − 0.134. Figure I.2(a) shows the histogram for the above

realisations. The histogram is normalised with the total number of realisations to obtain

the probability density function (PDF) for the value of | < pi, pj > | as indicated

in figure I.2(b). A normal distribution is fitted for the above PDF and is of the form

127.7e−((xp−0.127)/3.124×10−3)
2
/2, where xp represents the random variable | < pi, pj > |.

From the above distribution, the mean (xm) and standard deviation (σ) are found to be

0.127 and 3.124 × 10−3 respectively. The percentage normalised standard deviation is

determined as σ/xm×100 = 2.5 and is used as the percentage amplitude of the error bar

(?) indicated in figure 5.15(d). The above region of spread in the value of | < pi, pj > |
is indicated as shaded region in figure I.2(b).
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