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ABSTRACT

KEYWORDS: Thermoacoustic instability; Hydrogen-enriched combustion;
Proper orthogonal decomposition (POD); Spatiotemporal

dynamics; Synchronization.

Traditionally, various power-producing industries have relied on hydrocarbon-based
fuels to generate significant power. However, due to the increasing demand for power
and mounting concerns surrounding pollution, alternative methods for power generation
are being actively explored. One promising alternative is the utilization of hydrogen as
a fuel, as it is considered to be a clean energy source. The combustion of hydrogen
produces high temperatures, which can result in the formation of NOx emissions. To
address this challenge, a mixture of hydrogen and hydrocarbon fuels is employed to
mitigate the issue of excessive temperatures. However, under lean fuel conditions with

hydrogen-enriched fuels, combustors are susceptible to thermoacoustic instability.

For several decades, the occurrence of thermoacoustic instabilities has posed a
persistent challenge in both aero and rocket engines and land-based power-generating
systems. The occurrence of self-sustained, large amplitude periodic oscillations within
a combustor can be attributed to the intricate interplay among the confined acoustic
field, unsteady combustion, and the hydrodynamic flow field, which collectively form
the phenomenon known as thermoacoustic instability. The presence of such instabilities
poses significant risks to the safe operation of the combustor, as high-pressure

fluctuations can concurrently damage multiple components of the combustor and gas



turbine engine. Along with thermoacoustic instability, it is important to understand
other dynamical changes including transition to thermoacoustic instability, existence of
chaotic oscillations, intermittency and their underlying mechanisms, resulting from the

incremental addition of hydrogen.

Firstly, the stability of a turbulent combustor as a function of hydrogen volume fraction
in the fuel flow rate is investigated while maintaining a constant global equivalence
ratio and thermal power in a technically premixed swirl combustor (PRECCINSTA).
The datasets were provided by Dr. Isaac Boxx of the German Aerospace Center
(DLR), located in Stuttgart, Germany, originating from the experiments conducted
by his research team. Successive increments in hydrogen fuel fraction cause the
dominant frequency of the acoustic pressure to gradually increase to higher values due
to increased temperature in the system. We observe that different acoustic modes can
be excited with hydrogen enrichment. Using tools derived from the synchronization
theory, we also characterize different dynamical states that the combustor exhibits as
a result of interaction among different acoustic modes. We find chaotic oscillations
along with the states of intermittency and thermoacoustic instabilities having period-1
and period-2 limit cycle oscillations. Besides temporal analysis, we also investigate the
spatiotemporal dynamics for each dynamic state using the instantaneous snapshots from
the flow velocity field, OH-PLIF field and OH*-chemiluminescence field. Along with
the dynamical characterization, we also study the transition from period-2 limit cycle
oscillations to period-1 limit cycle oscillations via chaotic oscillations due to interaction

of multiple acoustic modes in the combustion chamber.
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Second, we study the coupled behaviour between fluctuations in the acoustic pressure,
the heat release rate oscillations and flow velocity field in the combustion chamber
during different states of thermoacoustic instability using a data driven method known
as proper orthogonal decomposition (POD). We identify dominating coherent structures
as spatial modes in the reactive field and rank them based on their respective fraction
of turbulent kinetic energy. Along with the spatial information, we also calculate
the temporal coefficients of each POD mode of velocity field. Using the temporal
coefficients of dominating modes, we analyze the temporal signals and observe 1:1 and
2:1 frequency locking among the acoustic pressure, heat release rate and flow velocity
fluctuations during the states of thermoacoustic instabilities. These frequency-locked
states, which indicate the underlying phase-synchronization states, are observed to be

correlated with coherent structures in the flow velocity field.

Finally, to understand the underlying mechanism behind the correlation among
dominating structures from different spatial data fields, we study interaction between
coupled structures from the OH-PLIF and the OH*-chemiluminescence fields acquired
simultaneously during the states of thermoacoustic instabilities. We calculate the
extended POD modes of OH-PLIF and OH*-chemiluminescence snapshots with the
help of temporal coefficients of POD modes of the velocity field. We find the structures
in flame surface and heat release rate that are correlated with the dominant coherent
structures of the flow field using extended POD (EPOD). We observe that the structures
in the flow velocity, flame surface and heat release rate fields correlate and share
the same spatial regions during thermoacoustic instability with period-1 limit cycle

oscillations. In the case of period-2 limit cycle oscillations, the structures from flame
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surface and heat release rate field are strongly correlated. However, these structures

contribute less to the coherent structures of the flow field.
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GLOSSARY

The following are some of the commonly used terms in the thesis:
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CHAPTER 1

INTRODUCTION

The global power industry has been experiencing a persistent rise in pollutants emission

as well as energy demand, necessitating the exploration of alternative fuel sources.

Over the next decade, the International Energy Agency and Bank (2014) has forecasted

that the demand for energy will be increased by one-third of the current demand. In

response, gas turbine-based aviation and power industries are actively seeking fuel

alternatives while also considering factors such as fuel flexibility, availability, and

adherence to international standards aimed at reducing pollution. These considerations

are driven by the escalating costs associated with conventional fuels and the imperative

to meet the environmental criteria (Timagenis, 1980; Julian, 2000; Otto et al., 2017;

Karakaya et al., 2018).

Gas turbines have become indispensable in meeting the current demand for electricity

due to their exceptional attributes such as high power density, fuel flexibility, high

efficiency, and favorable economics (Jansohn, 2013). To address the challenge

of balancing power supply with fluctuating consumer demands, operators of gas

turbines in aviation and land-based applications are actively pursuing new technologies

(Lieuwen and Yang, 2005). However, these operators predominantly rely on



Positive
feedback

Acoustic pressure

N

Unsteady heat release rate

Figure 1.1: The positive feedback mechanism between the unsteady heat release rate
and the acoustic field, a prerequisite for the development of thermoacoustic
instability, is depicted schematically. When the system’s damping is
overwhelmed by the system’s acoustic force (driving), thermoacoustic
oscillations occur.

conventional fuels such as jet fuels, aviation gasoline, methane and liquefied petroleum

gas (LPG), which generate a substantial amount of pollutants. The primary concern

associated with these pollutants is the production of hazardous nitrogen oxides or NOX.

NOx is generated during the combustion process when nitrogen from air interacts with

oxygen at extremely high temperatures (Correa, 1993; Lieuwen et al., 1998; Nakata

et al., 1998).

One strategy for mitigating NOx emissions involves employing lean premixed (LP)

combustion (Lazik et al., 2008), which entails mixing the fuel with an excess amount

of oxidizer (air) compared to the stoichiometric ratio prior to the combustion process.

This approach reduces the temperature within the combustor, thereby suppressing NOx

formation. In some instances, LP combustion incorporates pre-vaporized fuel, referred

to as lean premixed pre-vaporized (LPP) combustion, as an additional technique to



achieve lower emissions (Foust et al., 2012; Yi et al., 2012).

However, under lean premixed (LP) conditions, the occurrence of thermoacoustic

instability becomes a significant concern (Culick and Kuentzmann, 2006).

Thermoacoustic instability refers to the emergence of large-amplitude periodic

oscillations in the acoustic pressure field, facilitated by the establishment of a positive

feedback mechanism (Rayleigh, 1878) between fluctuations in the acoustic pressure

and the unsteady heat release rate (Poinsot et al., 1987; McManus et al., 1993; Pawar

et al., 2017; Mondal et al., 2017). When the net driving force of the acoustic pressure

surpasses the overall damping effects resulting from heat loss and viscous dissipation

within the system, exponential growth of the acoustic pressure fluctuations ensues.

Eventually, these fluctuations reach a saturation point leading to self-sustained periodic

oscillations, once the driving force balances the damping characteristics of the system

(Lieuwen and Yang, 2005; Juniper and Sujith, 2018). These periodic oscillations with

significant amplitudes are commonly referred to as limit cycle oscillations (LCO).

The existence of these LCOs poses a threat to various combustor components,

including fuel injectors and turbine blades, as the increased amplitude of acoustic

pressure can lead to detrimental vibrations and damage, ultimately impairing their

performance (Shanbhogue et al., 2009). Furthermore, apart from the adverse effects



on component performance, the condition of thermoacoustic instability also contributes

to the substantial production of carbon dioxide (Cellek and Pinarbasi, 2018).

1.1 HYDROGEN-ENRICHED FUELS: A BETTER ALTERNATIVE

To reduce carbon emissions stemming from the combustion process, hydrogen has

emerged as a highly favourable substitute for conventional hydrocarbon-based fuels.

Hydrogen exhibits remarkable potential as an alternative fuel to fossil fuels in diverse

sectors such as transportation, power generation, and industrial processes, primarily

owing to its clean-burning nature that culminates in the sole production of water

vapour upon combustion. In pursuit of minimizing the release of diverse pollutants,

certain industries endeavour to employ pure hydrogen as a fuel (Chiesa et al., 2005).

Although the utilization of pure hydrogen for combustion purposes yields reduced

carbon emissions, it concurrently entails augmented NOx emissions attributable to the

higher flame temperature in combustion systems (Ilbas et al., 2006).

The operators of gas turbine engines have demonstrated keen interest in the utilization of

hydrogen-blended hydrocarbon fuels as a potential solution to address carbon and NOx

emissions challenges (Beita et al., 2021). The development of gas turbine combustors

utilizing hydrogen-blended fuels holds the potential for significant reductions in



greenhouse gas emissions (Schefer et al., 2002), primarily attributable to the lower

flame temperature achieved in such systems. To increase the combustion efficiency

and decrease emissions, Sierens and Rosseel (2000) used different compositions of

hydrogen and methane as fuels. Many studies have been done to study various aspects

of hydrogen-enriched combustion such as lean combustion flammability enhancement

(Schefer, 2003), variations in flame field (Davis et al., 2013; Chterev and Boxx, 2021)

and hydrodynamic flow field (Kim ez al., 2009; D1 Sarli et al., 2012; Roy and Gupta,

2023).

1.1.1 Effect of hydrogen enrichment on flame stability

In a swirl-stabilized flame enriched with hydrogen, the influence of hydrogen addition

on flame stability under fuel-lean conditions was investigated by Karbasi and Wierzba

(1998). Their findings revealed that incorporating hydrogen into the hydrocarbon fuel

within a swirl-stabilized premixed combustor led to a significant increase in the lean

stability limit. Additionally, Schefer (2003) reported that the introduction of hydrogen

widened the flammability limits in lean mixtures, enabling operation of the combustor

at lower equivalence ratios. This adjustment facilitated the reduction of temperatures in

the combustion zone, consequently leading to diminished NO,, emissions. Furthermore,

the addition of hydrogen in the fuel blend can induce notable effects on the location



of the reaction zone within the combustor. The higher flame speed and expanded

flammability range associated with hydrogen-blended fuels may cause the reaction zone

to shift downstream within the combustor (Jackson et al., 2003; Kim et al., 2009).

1.1.2 Variation in flame speed due to hydrogen enrichment

The enrichment of Hjy results in an augmentation of the reaction rate and flame

speed (Kim et al., 2009), thereby profoundly altering the manner in which the flame

interacts with the turbulent flow field and acoustic pressure fluctuations. Numerical

investigations by Hawkes and Chen (2004) have demonstrated that the addition of

hydrogen to premixed methane combustion leads to an increased turbulent burning

velocity and an elevated ratio of turbulent burning velocity to laminar burning velocity.

Moreover, Halter et al. (2007) reported the increment to the flame surface density of a

Bunsen burner due to the addition of hydrogen that is also verified by Guo et al. (2010).

Variations in flame surface density affect the flame shape in the combustor (Kuhlmann

etal., 2022).

1.1.3 Effect of hydrogen addition on flame shapes

The flame shape of CH, has also been reported to undergo a drastic change from

columnar, V-shaped to M-shaped flame under Hs-enrichment (Davis et al., 2013;



Taamallah et al., 2015a; Shanbhogue et al., 2016; Chterev and Boxx, 2019). This

observation was further supported by Chterev and Boxx (2021), who reported the

change in flame shape even at elevated pressures at various levels of H, enrichment.

In addition, the change in flame shape due to H, addition strongly affects the

thermoacoustic stability of the combustor. Using linear stability analysis, Oberleithner

et al. (2015) showed that V-flames possess strong radial gradients, thus suppressing the

formation of precessing vortex cores (PVC). In contrast, M-flames have smooth density

gradients and lead to the formation of PVC. The presence of PVC further affects the

thermoacoustic response.

1.1.4 Other effects of hydrogen enrichment

Emadi et al. (2012) examined the augmented burning rate of the fuel resulting from

hydrogen enrichment, which also led to increased flame front wrinkles due to enhanced

interaction between small-scale turbulence and the flames. Zhang and Ratner (2019)

measured curvature of H, enriched flame and found that the addition of hydrogen

causes enhancement in the flame wrinkling and the flame surface area, leading to the

occurrence of thermoacoustic instability. Thermoacoustic instability has the potential

to inflict structural harm upon the engines, leading to unscheduled shutdowns and

financial losses (Lieuwen and Yang, 2005). Consequently, it becomes imperative to



first comprehend the fundamental attributes of TAI and subsequently investigate the

impact of hydrogen addition to the fuel on the dynamics within real-world combustor

systems.

1.2 THERMOACOUSTIC INSTABILITY: A COMPLEX PROBLEM

When a flame is confined within a tube or duct, it gives rise to acoustic phenomena

characterized by sound generation. Initially, Higgins (1802) offered an explanation of

the acoustic properties exhibited by a hydrogen flame enclosed within a glass duct with

an open end. He called this phenomenon ‘singing flames’. Subsequently, Sondhauss

(1850) observed sound production in a hot bulb tube that is closed-ended, attributing it

to the formation of a temperature gradient within the tube. In a study by Rijke (1859),

a metallic wire mesh was employed as a heat source positioned at the lower section

of a glass tube with both ends open. The wire mesh was heated by an external flame,

and upon its removal, sound was generated for a short time interval. Furthermore, the

author reported that the location of the mesh wire (heat source) at a quarter length of the

duct yielded sound with the maximum power. Later, the flame-heated wire mesh was

substituted with an electric heater in the horizontal Rijke tube.

In 1878, Rayleigh formulated a comprehensive criterion that elucidates the mechanisms

by which heat addition initiates and sustains sound generation within a Rijke tube



(Rayleigh, 1878). This criterion, known as Rayleigh’s criterion, holds significant
importance in determining the presence of thermoacoustic instability. Rayleigh’s

criteria, as stated in his own words, is as follows:

“If heat be communicated to, and abstracted from, a mass of air vibrating (for example)
in a cylinder bounded by a piston, the effect produced will depend upon the phase of
the vibration at which the transfer of heat takes place. If heat be given to the air at
the moment of greatest condensation, or be taken from it at the moment of greatest
rarefaction, the vibration is encouraged. On the other hand, if heat be given at the
moment of greatest rarefaction, or abstracted at the moment of greatest condensation,

the vibration is discouraged.”

Later, Putnam and Dennis (1956), and Chu (1965) formulated Rayleigh’s criteria in a

mathematical expression, which is given by the following equation:

T
o / PO () dt, (1.1)
0

where R is the Rayleigh index, p’ is the acoustic pressure fluctuations, ¢’ is the heat
release rate fluctuations in the flame, ¢ is the time, and 7" denotes the time period
of the oscillations during the state of TAIL. Early investigations into TAI explored the

nonlinearities inherent in the gas dynamic processes occurring within the combustor,



which give rise to TAIL Sterling (1993) proposed that the presence of nonlinearities in

TAI can be attributed to the unsteady heat release rate. Subsequently, Heckl (1988)

employed a modified version of King’s law (King, 1914) to comprehend the observed

oscillations in a Rijke tube and developed a model for the unsteady heat release rate

arising from the heated wire mesh. By considering the nonlinear effects resulting from

fluctuations in the unsteady heat release rate, they successfully predicted the amplitude

of acoustic pressure oscillations and implemented active control techniques to mitigate

TAI within the Rijke tube. Furthermore, Matveev and Culick (2003) reported the

occurrence of hysteresis when employing heater power as a variable. They observed that

abrupt changes in acoustic pressure resulted in the generation of substantial amplitude

fluctuations within the Rijke tube, consequently inducing TAI.

1.3 MECHANISMS LEADING TO THERMOACOUSTIC INSTABILITY

According to Rayleigh’s criteria, thermoacoustic instability arises within a combustor

when heat release rate oscillations are in phase with the acoustic pressure oscillations.

During the occurrence of thermoacoustic instability, energy is fed to the acoustic field

due to positive feedback between the acoustic field and the unsteady heat release

rate. Various mechanisms contribute to the generation of unsteady heat release rate,

subsequently leading to thermoacoustic instability in different combustion systems.
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Several of these mechanisms are listed below -

1.3.1 Fluctuations in flame surface area

In various combustion systems, the combustion process occurs within a confined

space. The resulting sound generated by the flame interacts with the walls of the

confinement, leading to the wrinkling of the flame surface. The presence of Darrieus-

Landau instability (Landau, 1944) and thermal-diffusive instabilities (Sivashinsky,

1977) induces instability in the originally laminar flame. The wrinkling of the flame

surface impacts the heat release rate by augmenting the flame surface area, thereby

intensifying the reaction rate.

1.3.2 Coherent structures in flow field

The investigation of coherent structure formation during the onset of thermoacoustic

instability has been a prominent focus of early research endeavors. The shape of

coherent structures depends on the flow velocity (Renard ef al., 2000). In laminar

combustors characterized by low flow velocities and stable hydrodynamics, the coherent

structures exhibit definite shapes (Roos and Kegelman, 1986). However, turbulent

combustors, distinguished by significantly higher flow velocities, experience perturbed

hydrodynamics, resulting in the irregular rotational motion of coherent structures. The

elevated flow velocity in turbulent combustors necessitates the adoption of diverse flame

11



holding mechanisms, such as bluff-body, swirler, dump plane, etc. Kaskan and Noreen

(1955) observed the occurrence of vortex shedding downstream of an isolated flame

holder during thermoacoustic instability. Additionally, at higher modes of transverse

thermoacoustic instability, Elias e al. (1959) documented the shedding of large-scale

vortices emanating from the tips of flame holder.

1.3.3 Fluctuations in equivalence ratio

To mitigate the formation of NOX, it is necessary to operate the engine at a lower

average temperature in the combustor. This objective is accomplished through the

implementation of lean premixed combustion techniques (Barenblatt er al., 1985).

However, gas turbines utilizing lean premixed combustion often exhibit increased

susceptibility to thermoacoustic instability due to their heightened vulnerability to

equivalence ratio fluctuations (Lieuwen et al., 2001). This susceptibility arises from

the pronounced steepening of the gradient of chemical reaction time versus equivalence

ratio as the flame becomes leaner (Oates, 1978). The relationship between the chemical

reaction time and the reaction rate is inversely proportional, signifying that even minor

deviations in the equivalence ratio under lean conditions can give rise to significant

oscillations in heat release rate (NPTELHRD, 2012).

Equivalence ratio fluctuations primarily stem from fluctuations in the mass flow rates

12



of fuel and air. Acoustic perturbations propagate upstream, influencing the rates of

fuel and airflow, thus causing fluctuations in the equivalence ratio. These fluctuations

are then convected downstream into the combustion zone, contributing to the overall

combustion process. The fluctuating equivalence ratio give rise to variations in both the

reaction rate and the flame speed, thereby resulting in fluctuations in the heat release

rate (Licuwen er al., 1998). When these fluctuations in the heat release rate occur

to be in-phase with the fluctuations in acoustic pressure, it can lead to the onset of

thermoacoustic instability.

1.3.4 Other mechanisms

In addition to the previously discussed factors, several other contributors to the

emergence of thermoacoustic instabilities have been identified. = Thermoacoustic

instability is influenced by factors such as the geometric configuration of the combustion

chamber, the design of the flame anchoring mechanism, and the dimensions of the air

and fuel supply manifolds. These factors can affect the amplitude and frequency of the

oscillations by altering the phase difference between fluctuations in heat release rate

and acoustic pressure, as discussed by Candel (2002). Furthermore, the unsteady heat

release rate is susceptible to the impact of velocity fluctuations at the flame anchoring

point and the stretching and straining rates experienced by the flame (Lieuwen, 2021).
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1.4 NONLINEAR DYNAMICS OF THERMOACOUSTIC SYSTEMS

In the regime of linear stability, the exponential growth rate of infinitesimally small

perturbations can be determined through linear stability analysis. However, during

the onset of TAI in the combustor, the amplitude of oscillations saturates at a finite

value, indicating the presence of nonlinearity within the system (Culick, 1994). Culick

and colleagues applied principles of nonlinear acoustics to elucidate the dynamics

of unsteady gas flows within solid propellant rocket engines. Their work provided

a theoretical framework to comprehend the phenomenon of amplitude saturation

observed during thermoacoustic instability (Culick, 1994; Jahnke and Culick, 1994;

Culick and Burnley, 1999). Nonetheless, their studies did not delve into the specific

mechanisms that trigger the onset of instability.

Extensive research has been conducted in gas turbine combustors to investigate the

nonlinear characteristics exhibited during thermoacoustic instability (Peracchio and

Proscia, 1998; Lieuwen and Neumeier, 2002; Bellows et al., 2007). Lieuwen (2002)

focused on examining the impact of flame dynamics on this nonlinear behavior when

the combustor experiences instability. In addition to pressure oscillations, numerous

investigations have also addressed the phenomenon of the saturation of heat release rate

oscillations during thermoacoustic instability (Balachandran et al., 2005; Birbaud et al.,

14



2007).

The describing function approach has been used to investigate the nonlinear behavior

exhibited by combustors during thermoacoustic instability (Kochenburger, 1950). This

approach involves defining a transfer function that accounts for the frequency and

amplitude of the input forcing. Dowling (1997) utilized describing function analysis

to estimate the amplitudes of periodic oscillations. In their work, they incorporated

nonlinearities into Bloxsidge et al. (1988) model, with particular emphasis on the

"saturating" nature of the heat release rate as a key nonlinear factor. The saturation of

the heat release rate serves as the primary source of nonlinearity in their investigations.

Furthermore, Noiray et al. (2008) combined experimental observations with theoretical

insights to predict the properties of thermoacoustic instability accurately. In addition

to forecasting the amplitude and frequency of periodic oscillations, they were able to

elucidate the phenomena of mode switching and triggering (Yazaki et al., 1990; Sayadi

et al., 2014; Sujith et al., 2016; Juniper and Sujith, 2018).

1.5 THERMOACOUSTIC INSTABILITY IN HYDROGEN-ENRICHED
COMBUSTION

In turbulent combustors, stable operation is not characterized by acoustical silence.

The turbulent reacting flow in these systems produces broadband acoustic sound,
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commonly referred to as combustion noise (Dowling and Mahmoudi, 2015). The

impact of hydrogen enrichment on combustion regimes, transitioning to thermoacoustic

instability from combustion noise, has been widely recognized (Janus et al., 1997; Nair

et al.,2014; Tony et al., 2015). However, in-depth investigations into these effects have

only recently been conducted. In a study by Hong er al. (2013), it was observed that

varying the hydrogen content resulted in frequency variations and changes in the flame

response. These variations were attributed to the relative phase difference between the

fluctuations in unsteady heat release rate and acoustic pressure.

Additionally, Palies et al. (2017) demonstrated a transition from stable to unstable

operation through intermittent oscillations, as the equivalence ratio increased in a

hydrogen-enriched low-swirl combustor. Furthermore, the dynamics of a hydrogen-

enriched methane/air combustor were investigated by Zhang and Ratner (2019). They

identified three distinct states: stable, conditionally unstable, and unstable. These states

were found to be dependent on various levels of hydrogen enrichment and the bulk flow

velocities, with hydrogen enrichment under high velocities being capable of exciting

thermoacoustic instability.

Over the past decade, many researchers have extensively investigated the combustion

dynamics of a technically premixed swirl turbulent burner, as known as PRECCINSTA
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burner, employing both experimental approaches (Meier et al., 2007; Oberleithner

et al., 2015; Chterev and Boxx, 2019) and computational methods (Fiorina et al., 2010;

Bénard et al., 2019; Filomeno et al., 2021; Agostinelli et al., 2022). These investigations

aimed to comprehend various aspects of flame dynamics, vortex dynamics, fuel-air

mixing and flame-acoustic coupling. In the study conducted by Chterev and Boxx

(2019), the impact of hydrogen addition to a methane/air PRECCINSTA burner at

atmospheric conditions was explored. They observed that the addition of hydrogen

causes the flame to become more compact, transforming its shape from an M

configuration to a V configuration.

Moreover, hydrogen enrichment influenced the dominant frequencies of unstable

acoustic modes and affected the amplitude of thermoacoustic oscillations.

Consequently, hydrogen enrichment can either trigger or suppress thermoacoustic

instability. Recently, Chterev and Boxx (2020) examined the effects of hydrogen

enrichment in the PRECCINSTA burner under elevated pressure conditions. They

discovered that, with hydrogen addition, the amplitude of acoustic pressure oscillations

during thermoacoustic instability depended on the phase delay between the Helmholtz

modes and the heat release rate fluctuations within the combustor.

In swirl combustors, the addition of hydrogen has been identified as a factor capable of
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shifting the system dynamics to TAI from a state of combustion noise (Janus et al.,

1997). The mixing of hydrogen in the fuel mixture alters the occurrence of TAI,

shifting it to lower equivalence ratios while reducing the amplitude of dynamic pressure

fluctuations (Figura et al., 2007). These characteristics can be attributed to the inclusion

of hydrogen alongside methane (CH,), resulting in an increased reaction rate and a

shorter convective time scale. Variations in hydrogen content have been found to induce

changes in frequency and flame response due to alterations in the relative phase between

the heat release rate and the acoustic pressure fluctuations, as reported by Hong et al.

(2013).

Furthermore, studies such as Asgy et al. (2020), have revealed a reduction in the

phase difference between the heat release rate and the acoustic pressure for hydrogen-

enriched fuels, highlighting the impact of hydrogen on flame transfer functions.

Investigations by Lee and Kim (2020) focused on the dynamics of a mesoscale burner

used for the combustion of methane and hydrogen. Their findings suggested that the

dynamics were associated with higher eigenmodes during pure hydrogen operation.

Additionally, several other research studies have demonstrated diverse effects of

hydrogen-enrichment on combustion dynamics (Taamallah ef al., 2015a; Shanbhogue

et al., 2016; Zhang and Ratner, 2019; Chterev and Boxx, 2019). Consequently,
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understanding the dynamics of hydrogen-enriched combustion in modern swirl-

stabilized burners remains a topic of great interest within the scientific community. With

the aim of achieving this objective, we employ a dynamical systems approach to gain a

deeper understanding of the dynamics in a hydrogen-enriched combustor.

1.6 DYNAMICAL SYSTEMS APPROACH

A dynamical system refers to a system whose state undergoes temporal evolution or

changes over time. These systems are commonly described by a set of difference

equations (for discrete systems) or differential equations. The domain of dynamical

systems theory is dedicated to comprehending the long-term qualitative behavior

manifested by such systems. In recent times, there has been a growing reliance on

various tools derived from dynamical systems theory, particularly nonlinear time-series

analysis. This approach has revealed behaviors in various studies that extend beyond

simple period-1 oscillations, uncovering intricate and complex dynamics. Culick

(1994) used numerical continuation analysis to observe quasiperiodic oscillations in

a combustor with six longitudinal acoustic modes, showcasing the richness of the

system’s behavior.

By employing numerical continuation methods, it is revealed that limit cycle

oscillations are not the sole asymptotic state in dynamical systems (Jahnke and Culick,
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1994). Remarkably, they reported, for the first time, that the occurrence of pitchfork

and torus bifurcations, resulting in the emergence of quasiperiodic oscillations. The

phenomenon of period doubling leading to chaotic behavior has been documented in

numerical studies (Lei and Turan, 2009; Datta et al., 2009).

In a laminar premixed burner, Sujith and Kabiraj (2012) conducted a comprehensive

analysis of bifurcations. Their research elucidated that the onset of thermoacoustic

instability in this system is associated with a Hopf bifurcation. Furthermore, variations

in the flame location revealed the existence of quasiperiodicity and intermittency

preceding flame blowout (Kabiraj et al.,, 2012b). To characterize these distinct

dynamical states, they used bifurcation plots, phase space reconstruction, and

recurrence plots obtained from the acoustic pressure and flame dynamics acquired

utilising high-speed chemiluminescence images (Kabiraj and Sujith, 2012). Similar

findings, using numerical simulations, also reported by Kashinath ez al. (2013, 2014).

Using the tools of dynamical systems theory, numerous investigations have directed

their focus towards comprehending the initiation of thermoacoustic instability. These

studies have attributed the loss of stability of a fixed point to a Hopf bifurcation

(Lieuwen, 2002; Ananthkrishnan et al., 2005).

In a turbulent combustor, it has been observed that stable combustion which is

20



characterized by low-amplitude aperiodic pressure oscillations commonly referred to as

combustion noise exhibits peculiar attributes not typically associated with conventional

noise. Nair et al. (2013) conducted a series of determinism tests and proposed that

combustion noise possesses determinism and exhibits chaotic behavior. This finding

was further supported by Tony ef al. (2015), who verified that combustion noise

manifests as deterministic chaos. Additionally, Nair et al. (2014) demonstrated that the

transition to thermoacoustic instability from combustion noise (state of stable operation)

in a turbulent combustion chamber occurs through a dynamical state recognized as

intermittency using various tools of the dynamical systems theory. Many research

papers have reported the existence of intermittent oscillations experimentally (Gotoda

et al., 2014; Murugesan and Sujith, 2015; Sampath and Chakravarthy, 2016; Unni and

Sujith, 2017) and numerically (Nair and Sujith, 2015; Seshadri et al., 2016) prior to

limit cycle oscillations. Furthermore, it is demonstrated that during states of TAI,

the flow field exhibits periodic shedding of large-scale vortices, commonly referred

to as coherent structures (Unni et al., 2018; George et al., 2018). Dynamical systems

theory was employed to unveil the multifaceted dynamical behaviors manifested within

thermoacoustic systems (Sterling, 1993; Jahnke and Culick, 1994; Datta et al., 2009;

Gotoda et al., 2011; Kabiraj et al., 2012a; Nair et al., 2014).

21



1.7 MODAL DECOMPOSITION OF THERMOACOUSTIC SYSTEMS

The presence of coherent structures plays a significant role in shaping the overall
thermoacoustic characteristics of turbulent combustors (Poinsot et al., 1987; Sterling
and Zukoski, 1987; Schadow and Gutmark, 1992), as these structures exert significant
influence over the flow behavior. In-depth investigations employing techniques such
as spark-Schlieren imaging and C, radiation mapping have enabled the tracking of
coherent structure formation, growth, and decay. These structures profoundly impact
the mixing process between the unburnt fuel-air mixture and the burnt hot gases.
The mutual synchronization between acoustic pressure fluctuations and the periodic
shedding of coherent structures is one of the fundamental mechanisms during the
emergence of thermoacoustic instability (Poinsot et al., 1987; Pawar et al., 2017,

George et al., 2018).

For analysing coherent patterns in turbulent flow, the proper orthogonal decomposition
(POD) approach is widely recognized as one of the most significant techniques
(Lumley, 1967; Sirovich, 1987). This method entails reducing turbulent flow fields into
orthogonal modes, which are derived by optimizing either the L?-norm or the kinetic
energy of the velocity field. These POD modes possess orthogonality and serve to

characterize the dominant coherent structures that contain the majority of the turbulent
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kinetic energy. In various systems exhibiting thermoacoustic stability, the relationship

between coherent structures and pressure variations has been investigated with POD.

Sui et al. (2017) employed the proper orthogonal decomposition (POD) method to gain

insights into the behavior of acoustic fluctuations, specifically the different eigenmodes,

in a spatial context. They accomplished this by reconstructing the two-dimensional

pressure field of a Rijke tube. Through their analysis, they observed 1:1 and 2:1

coupling phenomena among various filtered modal coefficients. This coupling behavior

was investigated using traditional Lissajous patterns, which are axisymmetric patterns

employed as a representation method for a pair of signals. The frequency locking

behavior of the signal pair, indicative of their ratio of the dominating frequencies, can

be deduced from these patterns (Greenslade Jr, 1993). In another study by Boxx et al.

(2010), the POD technique was utilized to investigate the phenomenon of precessing

vortex core (PVC). Their analysis revealed that in the most energetic mode, the

dominant vortices exhibited a counter-clockwise rotation. Conversely, in the second

mode, the dominating vortices rotated in a clockwise direction. By leveraging the

information extracted from the POD modes, the researchers proposed that the first two

dominant modes corresponded to a helical PVC, while the third mode was associated

with axial thermoacoustic pulsation.
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In the field of fluid dynamical systems, where strong coupling exists between

subsystems, comprehending the impact of coherent structures on other correlated

variables is crucial. To address this correlations between structures, Borée (2003)

introduced the extended proper orthogonal decomposition (EPOD). This approach

enables the projection of other correlated variables, such as concentration, temperature,

and so on, onto the POD modes of the velocity field. As a result, analogous flow

structures can be obtained in these correlated variables, aiding in the understanding

of the interplay between coherent structures and other associated variables. Duwig and

Tudiciani (2010) used the extended proper orthogonal decomposition (EPOD) technique

to investigate the correlation between modes in the reacting flow field and the unsteady

flame. This analysis was conducted using planar laser-induced fluorescence (PLIF)

data obtained from an acoustically excited flame. The EPOD method allowed for a

comprehensive examination of the relationship between these modes, shedding light on

the intricate dynamics of the flame. Furthermore, EPOD has been applied in various

thermoacoustic systems to explore the influence of coherent structures on correlated

modes of related variables such as pressure, temperature, and scalar concentrations

(specifically OH* and CH* intensity fields) (Sieber et al., 2017; Wang et al., 2019;

Lohrasbi et al., 2021). With this, it is important to understand how the coherent

structures couple with the structures from other fields such as flame surface and heat
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release rate distribution.

1.8 OBJECTIVES OF THE THESIS

In summary, the presence of thermoacoustic instability presents a significant challenge

in the development of practical combustors utilizing lean hydrogen-enriched fuel

combustion (Beita er al., 2021). So far, the limit cycle oscillations in hydrogen

enriched turbulent combustors have been largely studied using tools based on linear

theory (Sierens and Rosseel, 2000; Schefer er al., 2002). However, given the notable

presence of nonlinear characteristics, such as triggering and limit cycle oscillations,

in hydrogen-enriched combustion (Emadi et al., 2012; Taamallah et al., 2015b; Palies

et al., 2017), a comprehensive examination of various dynamical states in a hydrogen-

enriched combustor has not been previously conducted. Additionally, the progressive

increment of hydrogen within the fuel composition introduces changes to the system

dynamics that have not yet been explored from the perspective of nonlinearity in the

combustion system.

The current understanding of coupled interactions within various dynamical states is

primarily limited to the coupled behaviour between fluctuations in the acoustic pressure

and the heat release rate (Pawar et al., 2018; Mondal et al., 2018). However, in

technically premixed turbulent combustors exhibiting thermoacoustic instabilities, the
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flow field plays a vital role, as evidenced by the emergence of coherent structures (Unni

et al., 2018). The investigation of the correlation between coherent structures from the

flow field and dominant structures derived from the heat release rate distribution during

the period-1 oscillations is conducted using the extended version of proper orthogonal

decomposition (EPOD) (Sieber et al., 2017). However, an extensive exploration to

elucidate the correlations between the coherent structures in the flow velocity field

and the dominant structures derived from the flame surface and the heat release rate

distribution has yet to be conducted.

In the present work, the experiments were done in a laboratory-scale swirl stabilised

partially premixed combustor. We then, use the tools from the dynamical systems theory

to analyse the temporal and spatiotemporal data obtained from these experimental

datasets provided by Dr. Isaac Boxx, to achieve the following objectives of the thesis:

1. We characterize different dynamical states that arise as a result of hydrogen
enrichment of the fuel, using the time series analysis of the fluctuations in acoustic
pressure at the combustion chamber of a technically premixed swirl-stabilized
combustor.

2. Additionally, we study the spatiotemporal dynamics during various dynamical
states using the high-speed snapshots of the flow, the flame and the heat release
rate distribution using various imaging techniques.

3. We investigate the transition of dynamical states from one thermoacoustic state
having period-2 limit cycle oscillations to another thermoacoustic state with
period-1 limit cycle oscillations through chaotic state oscillations with successive
increment of hydrogen in the fuel using the analysis based on nonlinear time
series.

4. We examine frequency locking behaviour between the acoustic pressure and the
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heat release rate fluctuations during different states of thermoacoustic oscillations
in hydrogen-enriched combustion using various tools from the synchronization
theory.

5. Subsequently, we present a framework to understand the coupled interaction of
acoustic pressure, heat release rate and flow velocity fluctuations temporally.
Furthermore, we investigate how the dominating coherent structures from the
flow velocity field correlate with the dominant structures from the flame and
heat release rate distribution during different dynamical states in the combustion
chamber.

1.9 OVERVIEW OF THE WORK

The remaining chapters of the thesis are summarized here. Chapter 2 summarizes

the description of the experimental setup and provides the details of the measurement

techniques used to obtain the datasets, we used in the present study. In Chapter 3, we

discuss different methodologies used in this study to calculate the dominant POD modes

of the flow field and EPOD modes of OH-PLIF and OH*-chemiluminescence images.

To determine the chaotic behaviour in a signal qualitatively, we study and perform the

0-1 test.

Chapter 4 provides the details of different dynamical states observed due to the

addition of hydrogen in the fuel. We explore five different dynamical states in this

study: chaotic oscillations (chaotic oscillations states-1 and chaotic oscillations states-

2), intermittency and thermoacoustic instabilities (period-1 limit cycle oscillations and

period-2 limit cycle oscillations). We explain the characteristics of each dynamical
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states using different analyses such as time series, fast Fourier transformation (FFT),

phase portrait and scalogram. Along with the characteristics of each dynamical states,

we also study variation in the flow, flame and heat release rate distribution. Further, we

investigate the transition of P2-LCO to P1-LCO through the state of CO-2 due to the

addition of hydrogen in the fuel while maintaining a constant global equivalence ratio

and thermal power.

Chapter 5 details about the frequency locking between different temporal signals for

the states of thermoacoustic instabilities. Using different analyses such as time series

analysis, first return map and spectrum of the signals, we investigate the frequency

locking behaviour between the fluctuations in the acoustic pressure and the heat release

rate. Subsequently, with the help of phase portrait and phase difference between two

signals, we extend the concept of frequency locking among the acoustic, the heat release

rate and the hydrodynamic field using the temporal coefficients of dominating POD

modes. We observe 1:1 and 2:1 frequency locking during the states of thermoacoustic

instabilities.

In Chapter 6, we study the correlation between the coherent structures of the flow field

and the structures from simultaneously acquired OH-PLIF and OH*-chemiluminecence

fields. Chapter 7 summaries the major results from this study. Appendices include
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the procedures for the calculation of global equivalence ratio (A.1), nominal Reynolds

number A.3, dynamics viscosity (A.4) and computation of adiabatic flame temperature

(B) due to addition of hydrogen in the fuel.
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CHAPTER 2

EXPERIMENTAL FACILITIES

The experiments described in this thesis were performed in a laboratory-scale turbulent

combustor with a conical centerbody acting as the flame-stabilizing mechanism. The

data-sets were provided by Dr. Isaac Boxx of the German Aerospace Center (DLR),

located in Stuttgart, Germany, originating from the experiments conducted by his

research team under the project known as Hyburn. The objective of this project is

to facilitate transportation to a reliable and cost-effective energy system based on

carbon-free renewable power generation. Initially, the acoustic pressure fluctuations

and the heat release rate fluctuations were measured in the combustion chamber. The

experimental setup has an optical accessibility to the combustion chamber, enabling to

observe the performance of flow seeding that investigate the dynamics of the flame and

the flow in various combustor dynamical states.

2.1 EXPERIMENTAL SETUP

The experimental investigations were performed under atmospheric pressure conditions

using a technologically advanced gas turbine model combustor (PRECCINSTA

configuration) shown in Fig. 2.1. Here, PRECCINSTA stands for PREdiction and


https://www.dlr.de/vt/en/desktopdefault.aspx/tabid-13729/21761_read-55754/
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Figure 2.1: (a) Schematic of the experimental setup of the technically premixed gas
turbine model combustor. Different regions and shear layers are indicated
with the abbreviations which are: OSL - Outer shear layer, ISL - Inner shear
layer, ORZ - Outer recirculation zone and IRZ - Inner recirculation zone.
Different coloured rectangles indicate the regions captured by different
image-capturing techniques. Instantaneous (b) vorticity field, (c) OH-PLIF
intensity showing the flame area, and (d) OH*-chemiluminescence field
showing the heat release rate distribution are also shown for reference

Control of Combustion INSTAbilities in industrial gas turbines. The PRECCINSTA
combustor features a cylindrical plenum through which air is introduced and
subsequently directed through a swirl generator comprising 12 radial channels. Fuel,
specifically methane with varying levels of hydrogen admixture, is injected into the

swirl channels through orifices measuring 1 mm in diameter. The resulting flow of
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swirling, partially premixed reactants then enters the combustion chamber via a nozzle
characterized by an exit diameter (D) of 27.85 mm. Notably, this nozzle incorporates
a conical centerbody. The combustion chamber possesses a square cross-section
measuring 85 x 85 mm? and a height of 114 mm. To facilitate optical observations,
the chamber is equipped with side walls constructed from quartz glass, firmly held in
place by metal posts positioned at the corners. The exit configuration of the combustor
consists of a conical contraction followed by an exhaust duct with an inner diameter

(D.) of 40 mm.

2.2 ACOUSTIC SIGNAL ACQUISITION

Pressure signals originating from the combustion chamber were meticulously captured
to gain insights into the dynamics of combustion. The pressure in the chamber was
measured employing precision amplitude and phase-calibrated microphone probes,
each equipped with B&K Type 4939 condenser microphones. The location of the
probes involved situating one within the plenum and the other within the combustion
chamber at a specific elevation of y = 20 mm. To ensure synchronous data acquisition,
a multichannel analog-to-digital (A/D) converter with a sampling frequency of 100 kHz
was utilized. Notably, this study exclusively focused on analyzing the acoustic pressure

signals acquired precisely at the inlet of the combustion chamber.
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2.3 OPTICAL MEASUREMENTS

In order to study the effect of hydrogen enrichment on the flow and flame dynamics,
different imaging techniques have been used. Using these imaging techniques,
snapshots have been acquired simultaneously along with the acoustic signals to
understand the variations with the changes in the acoustic pressure in the combustion

chamber.

2.3.1 Stereoscopic particle image velocimetry (SPIV)

The quantification of three velocity components in a plane aligned with the center-line
of the burner was accomplished through the utilization of stereoscopic particle image
velocimetry (SPIV) methodology. This involved the implementation of a stereo-PIV
system comprising a dual-cavity, diode-pumped solid-state laser (Edgewave, 1S200-2-
LD, capable of delivering up to 9 mJ/pulse at 532 nm) and a pair of CMOS cameras
(Phantom v1212) positioned on opposing sides of the laser sheet, oriented towards the
combustor chamber. For each operational state, a total of 10,000 PIV images were
captured at a resolution of 640 x 800 pixels. The projected pixel resolution of the PIV
system was 0.08 mm/pixel. The measurement domain of the PIV encompassed a region
measuring 65 x 50 mm?, (-32 < r < 32 mm and 0 < y < 50 mm in Fig. 2.1).

A temporal separation of 10 ms (At) was chosen between consecutive frames. To
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shape the laser beam into a sheet, a pair of cylindrical lenses (f = -38 mm and 250

mm) were employed, while a third cylindrical lens (f = 700 mm) was implemented to

reduce its thickness at the focal point. In order to facilitate flow visualization, titanium

dioxide particles with a nominal diameter of 1 ym were introduced into the airflow.

The image mapping, calibration, and cross-correlation algorithm were performed using

a commercial multi-pass adaptive window offset cross-correlation technique (LaVision

DaVis 10). The final interrogation window size and overlap were set to 16 x 16

pixels and 50%, respectively, corresponding to a window size of 1.3 mm and a vector

spacing of 0.65 mm. Based on correlation statistics obtained from DaVis, the estimated

uncertainty in the instantaneous velocities was approximately 0.7 m/s for the in-plane

components (z — y) and around 1.8 m/s for the out-of-plane component (z-axis).

2.3.2 OH*-Chemiluminescence

The line-of-sight integrated chemiluminescence arising from the self-excited OH*

radical was visualized using an intensified high-speed CMOS camera (LaVision HSS

5 with LaVision HS-IRO). The camera was equipped with a fast UV objective lens

(Halle, with a focal length () of 64 mm and an aperture of f/2.0) and a bandpass filter

(300-325 nm) to selectively capture the desired wavelengths. The chemiluminescence

was imaged over a resolution of 512 x 512 pixels. To accommodate varying signal
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intensities, the intensifier gate time of the camera ranged from 25 to 50 ps. The camera’s
built-in memory allowed for the recording of 8192 frames in each capture, enabling a
comprehensive dataset for analysis. The primary objective of OH-chemiluminescence
images to identify to the region of high heat release rate distribution by detecting
Hydroxyl radical (OH) in the combustor (He et al., 2019; Liu et al., 2020). To determine
the global heat release rate (¢'), the intensity of all pixels in the captured frames was
integrated, providing an overall measure of the local heat release rate released during

combustion.

2.3.3 OH - planar laser-induced fluorescence (PLIF)

The OH-PLIF imaging system employed in this thesis utilized a frequency-doubled dye
laser, pumped by a high-speed, pulsed Nd:YAG laser (Edgewave 1S400-2-L, 150 W at
532 nm and 10kHz) and an intensified high-speed CMOS camera system. The dye laser
system (Sirah Credo) generated an output power of 5.3 to 5.5 W at a wavelength of
283 nm, with a repetition rate of 10 kHz, resulting in a pulse energy of approximately
0.53-0.55 mlJ. For excitation, the dye laser was tuned to target the Q;(6) line of the
A23"" —X?]] (@'= 1, v"= 0) band. Continuous monitoring of the laser wavelength
during the experiments was achieved using a photo multiplier tube (PMT) equipped

with WG-305 and UG-11 filters, along with a premixed, laminar reference flame. To
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create an approximately 50 mm (high) x 0.2 mm (thick) laser sheet for PLIF excitation

at a wavelength of 283 nm, three fused-silica cylindrical lenses, all coated with anti-

reflective material to maximize transmission, were utilized. The OH-PLIF and SPIV

(stereoscopic Particle Image Velocimetry) systems had their laser sheets overlapped by

passing the green (532 nm) PIV sheet through the final turning mirror of the OH-PLIF

setup.

The OH-PLIF fluorescence signal was captured using a high-speed CMOS camera

(LaVision HSS6) and an external two-stage intensifier (LaVision HS-IRO) positioned

opposite to the OH camera relative to the combustor. An additional fast UV objective

lens (Cerco) with a focal length (f) of 45 mm and an aperture of f/1.8, along with

a bandpass filter (300-325 nm), were attached to the OH-PLIF camera. The camera

had an array size of 768 x 768 pixels, resulting in a projected pixel resolution of

0.115 mm/pixel. The OH-PLIF images covered a measurement domain spanning the

entire width (— 42.5 < z < 42.5 mm) and extended axially from 0 < y < 50 mm.

The objective of OH-PLIF imaging in combustion is to visualize and quantify the

distribution of OH radicals, which are important markers for heat release and flame

structure (Ryan et al., 2009). OH-PLIF is used to study flame structure, combustion

dynamics, and the characteristics of turbulent jet flames (Singla et al, 2006).
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HFF Q) P 105 156 208 | 105 156 20.8
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20% Pl P2 P2 | COl CO2  CO2
30% Pl P2 P2 |COol CcOo2 @ CO2
40% Pl P21 I co2  COo2
50% Pl P2 Pl |I Pl co2
60% Pl CO2 NA |1 Pl co2
70% P CO2 NA |1 CO2  NA
80% Pl CO2 NA |NA CO2 NA

Table 2.1: Different dynamical states observed by increasing H F'F' (%) for P = 10.5
kW, 15.6 kW, and 20.8 kW for ¢, = 0.65 and 0.8. The expanded forms of the
abbreviations used in the table are provided in the Abbreviations section (see
pages xix-xx). NA refers to non-availability of data at that conditions due to
the breakage of the quartz window allowing optical access to the combustor.

Simultaneously, at a sampling rate of 10 kHz, the OH*-chemiluminescence, OH-PLIF,

and stereo-PIV images were acquired together with the microphone measurements,

ensuring synchronized data capture across multiple diagnostic techniques.

2.4 OPERATIONAL CONDITIONS

Data were collected at three thermal load conditions, P = 10.5, 15.6 and 20.8 kW.

and two equivalence ratios, ¢, = 0.65 and 0.8 (see Table 2.1). The thermal power

shown in the Table 2.1, is the mean value of the thermal powers for each column, using

the calculations given in Appendix A.2. The equivalence ratio and thermal power are

maintained constant by appropriate mass balancing amongst the reactants. For each

combination of thermal load and equivalence ratio, the fraction of hydrogen in the fuel
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was varied from 0 — 80%, in increments of 10%. Apart from these conditions, three data
sets were acquired at P =25.3 kW and ¢, = 0.65 with hydrogen variation of 0% (CO1),
20% (CO1) and 40% (CO1), which are not shown in table 1. This gives a parameter

space of 51 operational test conditions.

The hydrogen fuel fraction (H F'F') can be defined as, HFF' = VHQ/ (VH2 + VCH4).
Here, VH2 and Vg 1, represent the standard volume flow rate in hydrogen and methane,
respectively. Hereon, low/high H F'F' implies that the volume flow rate of hydrogen is
less/more than that of methane. Various dynamical states result in a parameter space
of many operational test circumstances, however, several of dynamical states elicited
powerful thermoacoustic pulsations that shattered the glass of the combustion chamber,

making measurement impossible.
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CHAPTER 3

METHODOLOGIES FOR ANALYSES

In this chapter, we will discuss different methods to analyze the experimental data

obtained from Dr. Isaac Boxx. To understand nonlinear behaviour of the temporal data,

we have used the reconstructed phase-space, power spectrum and continuous wavelet

transformation. For identifying the characterizing features of different dynamical states,

we also investigated the high-speed images, acquired applying various techniques. We

have examined the instantaneous images for defining features such vortices, ISL, OSL,

IRZ, ORZ. We have also used a data-driven method (proper orthogonal decomposition

and its extended version) to understand the coupled interaction between the dominating

structures from different spatial data acquired simultaneously.

3.1 NONLINEAR TIME SERIES ANALYSIS (NTSA)

Nonlinear time-series analysis (NTSA) represents one of the most efficient techniques

available for comprehending the characteristics of nonlinear time series data (Small,

2005; Kabiraj and Sujith, 2012). NTSA, which originated in the 1980s from dynamical

systems theory, has evolved significantly and found applications in examining various

engineered and natural phenomena, such as electronic circuits (Hegger et al., 1998),



aerodynamic flutters (Perets er al., 2018), and hydrodynamically self-excited jets (Li

and Juniper, 2013), wakes (de Paula and Moller, 2018) and flames (Zhou et al., 2017).

3.1.1 Phase-space reconstruction

It is mentioned in the Introduction (chapter 1) of this thesis that TAI manifests as

high amplitude acoustic oscillations in different thermoacoustic systems. In most

physical systems, the state variables, which are the minimum set of variables that

fully describe the state of a system mathematically, are either unknown or cannot be

measured directly. Due to the unavailability of sufficient state variables, the phase space

cannot be constructed. In general, acoustic pressure which is a scalar time series, is

measured in different thermoacoustic systems. By using Taken’s time-delay embedding

theorem (Takens, 1981), time series data of the acoustic pressure fluctuations can be

used to reconstruct the phase space to understand the global dynamics of the dynamical

systems.

In NTSA, there are mainly two parameters used for the reconstruction of phase-space

(Small, 2005; Kabiraj and Sujith, 2012). The first parameter is the time delay (7) for

embedding. Although 7 can theoretically assume any value, it is crucial to carefully

select an appropriate value for practical applications in order to optimize the unfolding

of an attractor (Milnor, 1985). An attractor is a collection of numerical values which
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asymptotically attracts or repels any neighbouring trajectories that cross across its basin

of attraction. Selecting a small value of 7 encourages strong correlation among the

elements of the reconstructed phase space, resulting in their accumulation along the

diagonal of the embedding space. Conversely, if 7 is assigned a large value, the elements

of the reconstructed phase space become more susceptible to noise, resulting in random

correlations among these elements. This occurrence emerges due to the increased time

lag between neighboring points in the time series, causing their dynamics to diverge

further and occupy distinct regions in the phase space. Therefore, careful selection

of the appropriate 7 in NTSA is crucial for obtaining a meaningful representation of

the underlying attractor structure, balancing the trade-off between excessive noise and

excessively compact dynamics in the reconstructed phase space.

To determine the optimal value of 7, there are various methods by utilising the value of

the lag where auto-correlation (AC) function crosses the first zero (Small, 2005; Kabiraj

and Sujith, 2012) or where the average mutual information (AMI) function attains its

first local minima with respect to different lags (Fraser and Swinney, 1986). In our

studies, since the AMI function can take into consideration both linear and nonlinear

correlations, it is preferred over the auto-correlation function. For a time series p'(?)

having a total number of N point, the AMI can be calculated by -
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Pr(p’(t),p'(t + T))
Pr(p/(t))Pr(p/(t+ 7))

I(r) =) _Pr(p/(t),p'(t+ 7)) log, 3.1)

where, Pr(p'(t)) and Pr(p/(t + 7)) are the marginal probabilities, and Pr(p'(t), p'(t +

7)) is the joint probability of observing p/(t¢) and p'(t + 7).

The second important parameter is the embedding dimension (d). The original phase
space is projected onto the embedding dimension of the hyperspace. It is necessary
to have a suitably large dimension in which the attractor is unfolded. To ensure
the existence of true neighbours of each trajectory in the reconstructed phase space,
removing the false crossings is crucial. To ensure the optimal embedding dimension,
there are many methods such as false nearest neighbour (FNN) (Kennel et al., 1992)

and Cao’s method (Cao, 1997).

In order to calculate the minimum embedding dimension (d), we first understand the
false nearest neighbouring (FNN). The fundamental concept underlying this method
s to mitigate spurious crossings of phase space trajectories, which can result from
the projection of a higher-dimensional original attractor onto a lower-dimensional
reconstructed phase space, rather than being indicative of inherent dynamics. To
eliminate the false crossing of the phase space trajectories, the FNN method quantifies

the closeness, measured by Euclidean distances, between neighboring points along
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a trajectory in a given dimensional space and compares it with the subsequent
dimensional space. If the ratio of these distances exceeds a predefined threshold,
attributed to a change in dimensionality, the trajectory’s neighbors are identified as
false neighbors (Kennel ef al., 1992). The chosen threshold value must be sufficiently
large to enable the exponential divergence of the chaotic signal. Typically, in practical
applications, the threshold value is selected within the range of 10 to 50 (Abarbanel

etal., 1993).

Consider an attractor with dimension d, a time delay of 7', and let y(’”) represent the
th

r*" nearest neighbour of the reconstructed vector y(n). The computation involves

determining the square of the Euclidean distance between the points y(n) and 3" (n),

z(n+ kT) — 2 (n + kT))?, (3.2)

M“‘

R3(n,7)
k:l

where y(n) = [z(n),z(n+7T);...;z(n+ (d+1)T)]andn = 1,2, ..., N — (d — 1)T.
In the (d+1) dimensional space, the separation between these points is determined as
follows:

R (n,r) = Z[x(n + kT) — 2 (n + kT))2. (3.3)

On arranging the terms,
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R (n,r) = Ri(n,r) + [x(n + kT) — 2 (n + KT))?, (3.4)

An augmented Euclidean distance between y(n) and 4" (n) upon transitioning from
dimension d to (d+1) indicates that the specified neighbour is deemed a false neighbour

within the d-dimensional space. The criterion to detect false neighbours:

(R4 (n,r) — Ri(n,r)]'? _ |a(n+dT) — ) (n + dT))|
R%(n,r) Ra(n,r)

> Ry (3.5)

where Ry represents a threshold that determines the erroneous nature of the nearest

neighbors.

For the determination of the minimum embedding dimension, Cao (1997) proposed a

function E(d) which involves the dimension (d) and the optimum time lag (7),

B 1 ]§T |7 (d +1) _P’I{L(i,d)(d_’_]‘)H
N —dr ¢ 1P/(d) =PIl

=1 n

E(d) (3.6)

where || o || is the Euclidean distance, and n(i, d) is the index for which P, ; ;(d) is the
nearest neighbour of P/(d). The minimum embedding dimension is the threshold value

of d at which the ratio E'1(d) = E(d + 1)/ E(d) converges to 1.
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Figure 3.1: 3-dimensional phase portrait of (a) period-1, (b) period-2, and (c) quasi-
periodic signals using sinusoidal waves, and (d) Lorenz attractor are
obtained through phase space reconstruction.

In this study, the FNN method is used, that is based on calculating the percentage of

erroneous crossings for an embedding dimension. If this percentage does not fall to

zero since the dimension is insufficient for reconstructing the phase space, a higher

dimension will be needed. The optimum embedding dimension is the dimension for

which this percentage approaches zero. Kabiraj et al. (2012a) employed the FNN

method to determine the minimal embedding dimension of the acoustic pressure signals

for the investigation of a thermoacoustic system.
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Once the optimal values of the time delay and embedding dimension have been

determined, the next step involves performing phase-space reconstruction for different

dynamical states. Various phase portraits for different kinds of signal are shown in

Fig. 3.1. For period-1 and period-2 signals (Fig. 3.1a,b), we observe a single loop

and a double loop attractor, respectively in phase space. However, the non-repeating

trajectories of quasi-periodic signal occupy the surface of a torus (Fig. 3.1c). For

chaotic signal, Lorenz attractor is shown in Fig. 3.1d, exhibiting a butterfly shaped

structure in phase space.

3.2 OTHER METHODS FOR ANALYSIS

In addition to phase space reconstruction, we also employed power spectrum analysis

and continuous wavelet transformation (CWT) to investigate the nonlinear behavior in

our experimental data. These methods provide complementary information about the

time-frequency characteristics of the data, which can be used to better understand the

underlying dynamics.

3.2.1 Power spectrum

The power spectrum, also known as the power spectral density (PSD), is a

mathematical representation of the distribution of power or energy contained within
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a signal as a function of frequency. It provides information about the frequency content

and the relative strength of different frequency components present in a given signal.

The following steps are used to calculate the power spectrum of a given time series x(t)

having a total number of N points:

Step 1. By leveraging the property of Parseval’s theorem (Mitra, 2001), the time-

domain signal can be transformed into the frequency domain through the utilization

of Discrete Fourier Transform (DFT),

N 1 N-1
> le@P = 5 Y IX (AP (3.7)
t=1 f=0

where X (f) is the discrete Fourier transform of x(t). Here, ¢ is time index of the time
series x(t) and f is frequency index of X (f). The MATLAB® fft function is used
to compute the fast Discrete Fourier Transform of the temporal signals of the acoustic

pressure oscillations.

1
Step 2. Multiply both sides of the above by N:

1 N 1 N-1
7 2T =55 D IX(HP (3.8)
t=1 f=0

Step 3. |z(t)|? is the instantaneous power of the time signal. So the left side of the
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equation (3.8) is just the average power of the signal over the N samples. Then, for

each DFT bin, we can say,

1

~z 2 XOP (3.9)

Here, Py;, is the power spectrum of the time signal.

Step 4. If x(¢) is real, then X (f) is symmetric about f,/2, with each side containing
half of the power. Here, f; is the sampling frequency of the signal. In that case, we can
choose to keep just the one-sided spectrum (with positive values of frequencies), and

multiply B, by 2,

=z

one-sided Py (f) = —= 3" [X(f)[2 (3.10)

2
0

T

In summary, the power spectrum provides a quantitative description of the power or

energy distribution across different frequencies within a signal. It is obtained by

applying the Fourier transform to the signal and calculating the squared magnitude of its

frequency domain representation. Using the aforementioned steps, we have calculated

the power spectrum for our experimental data and described for different dynamical

states.
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3.2.2 Continuous wavelet transform (CWT)

To understand the spectral behaviour of the time series with better localization of coarse
and fine frequency components at different instants, continuous wavelet transform
(CWT) is used (Torrence and Compo, 1998). “Wavelet transform is known as a
mathematical microscope, which provides a multi-resolution analysis of the data under
consideration” (Gharekhan et al., 2010). The CWT allows a stationary as well as non-
stationary time signal to be represented at multiple scales for different windows of the
time signal. This window is known as wavelet (Shoeb and Cliord, 2005). In addition
to translating the time signal into frequency domain, CWT also allows for window
lengthening or shortening based on wavelet scale that emphasises that the sensitivity to

changes in frequency increases as the scale is lowered. The CWT is described by:

t—1T1

C(a,T):/%Qﬂ( 7Y alt) dt 3.11)

where C' is the transformation, 7 is the translation time, s is the scale factor, x(¢) is the

time series and ) is the wavelet function.

In order to analyze the data, the CWT changes the analysis window size and modifies

its temporal and frequency resolution automatically. The term ‘scalogram’ refers to the
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Figure 3.2: (a) Sinusoidal waves with two different frequencies (2 Hz and 5 Hz) for
different time intervals and, (b) the corresponding scalogram are shown.

graphical representation that depicts the correlation between the signal and the wavelets
scaled throughout time using the absolute value of the continuous wavelet transform
coefficients of the signal (Shoeb and Cliord, 2005). The scalogram of the signal z(t) is
defined by:

S(s,7) = |C(s,7)|? (3.12)

Applying the above analysis, we have analyzed the experimental data to plot the
scalograms for different dynamical states using the MATLAB® cwt function. In figure
3.2(a), a time series with two frequencies (2 Hz and 5 Hz in the left and right halves
respectively) is shown. The corresponding scalogram is calculated using the equations

3.11 and 3.12. In scalogram (Fig. 3.2(b)), there are two spectral bands: one at 2 Hz

50


https://in.mathworks.com/help/wavelet/ref/cwt.html

for half time-interval and one at 5 Hz for remaining time interval. At the middle, the

transition between the signal can also be noticed.

3.3 PROPER ORTHOGONAL DECOMPOSITION (POD)

Proper orthogonal decomposition (POD) is a data-driven modal decomposition
technique to reduce large-scale, high-dimensional processes or datasets into low-
dimensional deterministic modes. POD involves decomposing snapshots of space and
time-dependent observables into orthogonal modes, sorting them based on their energy,
and extracting the spatial structures. Here, we use the snapshot POD method suggested
by Sirovich (1987). It has a spatial average operator to extract coherent structures
from the time-resolved snapshots of fields such as velocity, pressure, temperature and
concentration. The method uses L? norm for classifying the modes, which is equivalent
to the fluctuating kinetic energy for the velocity field (Sieber et al., 2017) and the

variance of the OH*-chemiluminescence.

The velocity fluctuations (u') can be decomposed in terms of the spatial modes (;)

and temporal modes (a;) in the following manner:

N

u'(z,y,t) = u(z,y, t) —ulz,y) = Zai(t) W, (z,y), (3.13)

=1
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where, u refers to the time average of the instantaneous velocity field u(z, y,t) where
N is the number of images for velocity field, m and n represent the number of rows
and columns in each image. Here, we reshape each image as a row and form a two-
dimensional matrix that has a size of N x (m x n). Each snapshot is considered to be
an element of the square-integrable vector field L*(¢) specified in the Hilbert space. The
class of square-integrable functions is unique for compatibility with an inner product,
which allows notions like angle and orthogonality. The inner product of two vector «

and (3 fields in the Hilbert space is defined as

(o, B)e = /f“ - B de, (3.14)

where & denotes a point in a spatial domain ¢ C IR?, and the corresponding norm |||

is given by

llalle == 1/ (o, a)e. (3.15)

Usually, the number of spatial points is much higher than the number of snapshots. So,
we quantify the relation between individual snapshots by formulating the correlation

matrix R(NXN)
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1
Rij =+ [u’ (x,t;), 0 (x, ;)" | . (3.16)

Here, each snapshot is stored in x = x; after reshaping from size (m x n), and T’

indicates the transpose of the matrix. The matrix R has a size of N x N.

Using eigenvalue decomposition, we calculate the eigenvalues and eigenvectors of the
correlation matrix R

The matrix R possesses eigenvalues that are both real and non-negative, denoted as \; >
0. To simplify the analysis, we assume that the eigenvalues are arranged in descending
order: \; > Ay > A3 > ... > Ay, without any loss of generality. The eigenvectors a;

are called the temporal coefficients and follow the orthogonality condition
—Zai(tk)aj(tk) = )\iéij; (318)

where, d;; is the Kronecker Delta function.

Using the projection of the snapshots on the temporal coefficients, the spatial modes are

obtained as

Wi(x) = S > ai(t)u(x, ). (3.19)
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Sr. No. Hy(%) Re(x10*) ¢, P (W) pl. (kPa) Dynamical state
1 0 241 0.65 25.31 0.09 Chaotic
2 20 2.74 0.65 2226 0.91 P2 LCO
3 50 2.64 0.65 22.50 0.71 P1 LCO

Table 3.1: The values of different operating parameters during the experiments. Keys:
Hy (%) - Volumetric percentage of Hy in the fuel; Re - Nominal Reynolds
number; ¢, - Global equivalence ratio; P - Thermal power rating (kW) and
dynamical states. The experimental cases analysed here are shown.

The spatial modes are orthogonal by constructions. After reshaping ¥;(x), we can get

spatial modes ¥;(x, y) having m and n as rows and columns, respectively. In order to

study the coherent structures and their coupled behaviour with the structures from other

fields such as OH-PLIF and OH*-chemiluminescence, we select specific cases showing

different dynamical states, tabulated in the table 3.1.

3.4 EXTENDED PROPER ORTHOGONAL DECOMPOSITION (EPOD)

In addition to investigating coherent flow structures, POD method has been utilized to
investigate the correlations between the coherent structures from the flow velocity field
and the dominating structures from other measured quantities such as concentration,
temperature, or pressure. The extended POD analysis, initially introduced by Borée
(2003), facilitates this capability. The principal objective of employing EPOD
methodology is to provide a common basis for the dominant structures from OH-PLIF

and OH*-chemiluminescence fields (Antoranz et al., 2018). This establishment enables
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a comparative analysis of the spatial distribution of the dominant structures of the flame
surface and the heat release rate distribution fields in correlation with the structures
derived from the dominant Proper Orthogonal Decomposition (POD) modes inherent
to the flow velocity field. The absence of a common basis precludes the comparison
of dominant structures across two or more spatiotemporal datasets, even if acquired

simultaneously.

To elucidate this concept further, let us consider a collection of intensity field, denoted
as I(x,t), which are simultaneously measured alongside the velocity field u(x, t). The
intensity field /(x,t) can be decomposed into an average component I(x,t) and a

fluctuating part I'(x, t)

I(x,t) = I(x) + I'(x,t). (3.20)

Similar to the spatial modes W(x) of velocity, a set of extended POD modes €2;(x) is
now defined as:

I (x,t5) (3.21)

uMz

where a;(t;) are the temporal coefficients computed using the POD of velocity fields.

Sieber et al. (2017) showed that the part of the simultaneously measured field (/) that
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is correlated with the spatial modes of velocity could be obtained by the product of the

temporal coefficients of the spatial modes of velocity and the spatial mode of I'(x, t).

3.5 HILBERT TRANSFORM AND ANALYTICAL SIGNALS

Proper orthogonal decomposition (POD) and extended POD analysis are used to
quantify the spatial extent of the flow and the flame structures. These methods
decompose the data into a set of orthogonal modes, each of which represents a
spatial structure. The temporal interactions of these spatially extended modes are
equally important, and we quantify these interactions based on their synchronization
characteristics.  This is achieved by time series analysis of the POD temporal

coefficients along with pressure and global heat release rate fluctuations.

We compute the instantaneous phase using the concept of analytic signals and by

utilizing the Hilbert transform (Rosenblum er al., 1996). For a given signal x(t)

normalized by its global maxima, the instantaneous amplitude A(¢) and phase ¢(¢) can

be obtained from the complex analytic signal

§(t) = a(t) + it (2(1)) = A(t) exp (ig(1)) , (3.22)

where A(t) and ¢(t) denote the instantaneous amplitude and phase of the analytic
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signal, respectively. The Hilbert transform is H(z(t)) = 1/7 [~ x(7)/(t — 7)dT,
where the integral is evaluated at the Cauchy principle value. The analytic nature of
temporal coefficients is verified for different states by plotting the phase space trajectory
of £(t) and adjudging its center of rotation. For periodic signals, there is a unique center
of rotation, allowing us to uniquely specify the phase of the signal. As instantaneous
phase is a monotonically increasing or decreasing quantity, it is first wrapped to the
interval [—7,7]. Finally, synchronization among pairs of signals are evaluated by
measuring the instantaneous phase difference: A¢,, o, = ¢u, (1) — ¢u, (t). Signals are
considered to be phase locked when the difference A¢,, ., becomes bounded to a small
interval e (< 27) around the mean phase C, to with [A¢,, ., (1) —C| = ¢y, — ¢z, —C| <

e (Pikovsky et al., 2001).

The temporal interactions of the identified structures are further visualised using the
phase portraits or Lissajous plots for pair of signals. The exact relation between the
temporal signals are inferred based on the dominant frequencies (f1, f2) of the signals
and the mean phase difference (A¢,,). This is done by constructing the pair of analytical

signals based on superposition of the dominant frequencies,

xr1 = Ay sin(27 fit + Ady,) + Agsin(27 fot + Adyy,),
(3.23)

xo = Bysin(27 fit) + Basin(27 fot),

57



where, f; is the dominating frequency of the signal and f; is the multiple of f, i.e.,

fa=2f1. Ay, Ay, By and Bs are the amplitudes associated with the dominant modes f;

and f, for different pair of signals.

3.6 QUANTIFYING CHAOTIC BEHAVIOR OF TEMPORAL DYNAMICS

In order to quantify the chaotic time evolution of coherent structures, we perform 0 — 1
test which quantifies the unbounded growth of phase space trajectories typical of chaos
(Gottwald and Melbourne, 2004). For any input time series «y(¢), the first step is to

compute the translation variables x(n) and y(n) such that

z(n) = Z v(t) cos(te), y(n) = Z v(t) sin(tc) (3.24)

where, n = 1,2, ..., N, where /N denotes the number of the data points in the temporal
signal. For our analysis, we have selected the value of ¢ in the interval (7/5,47/5)
(Nair et al., 2013). The behavior of these two translation variables helps in determining
the existence of chaos in the system. For periodic or quasi-periodic oscillations, the
variables show bounded behavior. However, for chaotic dynamics, their behavior is
unbounded and irregular. The behavior of the trajectory in the x —y plane for increasing
n can be computed with the help of modified mean square displacement M (n) as

follows (Ashwin et al., 2001):
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(3.25)

For a chaotic state, the displacement M (n) between the translational variables grows

monotonically with n, while it becomes nearly constant for regular states. The
asymptotic growth rate (K') of the mean displacement is computed with the help of

linear regression, as follows:

Ko iy 08MM)

n—oo lOg n

(3.26)

Gottwald and Melbourne (2009) pointed that for the small values of n, the linear
regression methods results in altering the K values. To estimate the K value, we use
a correlation method which performs better than the linear regression method. In this

method, K is the correlation coefficients for the vectors

C = (172737"'7n>T (3273)

and

A = (M(1),M(2), M(3), ..., M(n))" (3.27b)

The correlation coefficient can be defined as
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€ [~1,1] (3.28)

Here,

)(A() = A),var(C) = cov(¢,Q),

I

cov(¢, A) = = 37(¢() -

and

I
I
3|

Z ().

The value of K resides within the range of 0 and 1. In the case of a chaotic signal, K

tends to approach 1, while for a regular signal, it tends to approach a value closer to 0.
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CHAPTER 4

CHARACTERIZATION OF DYNAMICAL STATES AND
TRANSITION DUE TO H; ENRICHMENT

In this chapter, we study the effect of hydrogen addition on the dynamics of a swirl-
stabilized combustor for two equivalence ratios and three thermal powers. We perform
a detailed characterization of each dynamical state observed in the combustor. Later, we
study the transition between different states of thermoacoustic instabilities through the
state of chaotic oscillations. We observe that the addition of hydrogen in the fuel alters
the combustion dynamics significantly. This is reflected in the occurrence of several rich
dynamical states in the acoustic pressure fluctuations (p) of the combustor. In Table.
2.1, we have shown the different dynamical states observed in the p’ signal due to an

increase in H F'F' in the fuel under different operating conditions.

When the combustor is operated at low thermal power (P = 10.5 kW) for both ¢, = 0.65
and 0.8, we observe the emergence of periodic acoustic oscillations with the enrichment
of Hs in the fuel. We notice the presence of low amplitude chaotic state-1 oscillations

(COLl), low amplitude P1 LCO, and intermittency for increasing H F'F'. As the thermal

This chapter is published in A. Kushwaha, K. Praveen, Samadhan A. Pawar, R. 1. Sujith, I. Chterev,
and I. Boxx (2021). Dynamical characterization of thermoacoustic oscillations in a hydrogen-enriched
partially premixed swirl-stabilized methane/air combustor. Journal of Engineering for Gas Turbines and
Power, 143(12): , 121022 (11 pages)



power is increased to a higher value (P = 15.6 kW), for values of ¢, = 0.65 and 0.8 at

0% HF'F, we observe the simultaneous excitation of two modes (f; and f, being the

frequency of the two modes, respectively) in the system. As these modes are rationally

related to each other in a ratio of f;/f, = 2, we refer to them as period-2 (P2) LCO.

For ¢, = 0.65, we notice that the system stays in the state of P2 LCO for lower H F'F';

however, it exhibits chaotic state-2 (CO2) oscillations for higher H F'F'. In contrast, at

a higher value of ¢, = 0.8, the system shows P2 LCO for lower H F'F’, that transition

to P1 LCO via chaotic oscillations (CO2) as H F'F' is increased. We observe only CO2

oscillations at higher HFF. At the higher thermal power (P =20.8 kW) and ¢, = 0.65,

the system exhibits low amplitude chaotic oscillations (CO1) for lower H F'F’, while P2

LCO and P1 LCO are noticed at higher H F'F'. For ¢, = 0.8, we notice CO2 oscillations

in the acoustic pressure at all hydrogen enrichment levels.

Thus, the overall comparison of the results for different operating conditions suggests

that the addition of H, to the fuel at different operating conditions generates or

suppresses thermoacoustic instabilities, or leads to the complex dynamics resulting from

the interaction of modes in the combustor.

Now, we perform a detailed characterization of the temporal dynamics in the combustor

using the time series of acoustic pressure fluctuations. Additionally, we also study the

62



0.45 0.55 0.65 107 1072 102
t (s) |P| (kPa?/Hz)

Figure 4.1: (a) The time series (b) scalogram, (c) three-dimensional phase space, and
(d) power spectrum of p’ during the state of P1 LCO, observed for P = 20.8
kW, ¢, = 0.65, HF F = 50%, and Re = 2.64 x 10*.

flow and flame dynamics corresponding to key dynamical states observed in the system

due to hydrogen enrichment in the fuel.

4.1 PERIOD-1 LIMIT CYCLE OSCILLATIONS

Initially, we discuss the most common state of thermoacoustic instability that is
characterized by period-1 oscillations and observed in various appliances like gas
turbine engines, rocket engines etc. Figure 4.1a represents the p’ signal observed when
the system operates at the condition of TAI. During this dynamical state, we observe
the presence of large amplitude periodic oscillations. The power spectrum of this signal
exhibits a dominant peak at 415 Hz and a small magnitude peak at its super harmonic

observed at 830 Hz (Fig. 4.1d). The periodic oscillations having a single dominant
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Figure 4.2: (I) The overlapped time series of normalized p’ and ¢’ fluctuations during the
state of P1 LCO. The instantaneous (II) PIV images, (III) OH-PLIF images,
and (IV) OH*-chemiluminescence images corresponding to five instants (a-
e) over a cycle of p’ signal are shown.

frequency is further confirmed by the corresponding scalogram (Fig. 4.1b), which shows

the presence of a constant range of high magnitude for 415 Hz throughout the signal.

The reconstructed phase space of this state shows a ring-like structure (Fig. 4.1c),

typically observed for P1 LCO (Kabiraj et al., 2012a).

The normalized p’ and ¢’ signals show a phase difference of around 28°, indicating the

presence of in-phase synchronous oscillations during the state of P1 LCO (Fig. 4.2I).

This behaviour is in accordance with the Rayleigh criterion (Rayleigh, 1878). During

this state, we observe large-sized vortices shed periodically along the ISL in the flow
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field (Fig. 4.2I). We observe significant intensity variations in the flame stabilized

in the region between the ISL and OSL along the two branches (Fig. 4.2I1I), as the

pressure amplitude varies between its maxima to minima. When the pressure amplitude

is near its maxima (Fig. 4.2Ia), we observe nearly a symmetric generation of vortices

in ISLs from the dump plane (Figs. 4.2Ila,e) and a very high flame intensity in the

flow field (Figs. 4.21Va,b). The flame is wider and appears asymmetric across all time

instants (Fig. 4.211I). As the pressure goes from minima to maxima (Figs. 4.2Ic-e), we

notice a pronounced wrinkling along the flame (see Fig. 4.2111d) as the vortices convect

downstream. Simultaneously, we also notice an increase in the flame intensity from its

minima to maxima (Figs. 4.2IVc-e). This flame behavior is observed to repeat for each

cycle.

4.2 PERIOD-2 LIMIT CYCLE OSCILLATIONS

Apart from the most widely studied P1 LCO characterized by a single timescale in swirl

combustors (Gotoda et al., 2014; Pawar et al., 2018), we also observe the presence

of limit cycle oscillations characterized by two dominant timescales (Fig. 4.3) in our

system. We refer to such oscillations as period-2 limit cycle oscillations. During

this state, we notice the repetition of the signal behaviour for every two cycles of

oscillations. The power spectrum of this state shows two frequencies (f; = 283 Hz,
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Figure 4.3: (a) The time series, (b) scalogram, (c) three-dimensional phase space, and
(d) power spectrum of p’ signal during the state of P2 LCO observed for P
=20.8 kW, ¢, = 0.65, HF'F =20%, and Re =2.72 x 10*.

fa =568 Hz, and f5/ f1 = 2) of comparable amplitudes (Fig. 4.3d). From the scalogram
plot (Fig. 4.3b), we observe that these two frequencies are continuously present in the
signal. However, the amplitude at f, = 568 Hz is time-varying, while f; = 283 Hz
exhibits a near constant amplitude throughout the signal in the scalogram (Fig. 4.3b).
Such behavior could lead to variable amplitude loading in the combustor (Suresh, 1998).
In the corresponding phase space of this state (Fig. 4.3c), we observe that the phase
space trajectory performs a smaller inner loop for every revolution around the bigger

outer loop, typical of P2 LCO (Kabiraj et al., 2012a).

During P2 LCO state, we observe notable alterations in the flow and flame dynamics in

comparison to those observed during the P1 LCO state. When the pressure amplitude
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Figure 4.4: (I) The overlapped time series of normalized p’ and ¢’ fluctuations during
the state of P2 LCO. The instantaneous (II) PIV, (IIT) OH-PLIF, and (IV)
OH*-chemiluminescence images corresponding to five instants (a-e) over a
cycle of the p’ signal are shown.

is at the first local maxima (point @ in Fig. 4.4I), we notice that most of the heat release
rate happens far downstream of the inlet of the combustion chamber (Fig. 4.41Va). The
distribution of OH-field is observed to be very high near the inlet in the IRZ of the flame
(Fig. 4.4111a). As the pressure approaches the first local minima (point b in Fig. 4.41),
the heat release rate is low in the combustion chamber (Fig. 4.41Vb). The corresponding
distribution of OH-field appears to be nearly uniform in the central plane (Fig. 4.411Ib).
As the pressure reaches the second local maxima and the second local minima (points
c and d in Fig. 4.41), the flame exhibits a thin jet-like structure (Figs. 4.41Vc,d), while

we see low concentration of OH-field scattered over small regions (Figs. 4.411Ic,d). The
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PIV images of the flow field show that when the pressure is at the first local minima

(Fig. 4.41Ib), a vortex is shed along the OSL from the dump plane. This vortex then

grows to its maximum size as the pressure reaches the second local minima (Fig. 4.411d).

After this instant, this vortex breaks down and causes an increase in the local heat

release rate in the system, coinciding with the pressure maxima (Fig. 4.41le). This

behavior of the flame repeats for every two oscillation cycles in the system.

4.3 INTERMITTENCY

In Fig. 4.5, we show the state of intermittency observed in the combustor. The state

of intermittency, as described by Nair er al. (2014), is distinguished by the presence of

epochs featuring low amplitude aperiodic oscillations interspersed with bursts of large-

amplitude periodic oscillations. These occurrences appear to transpire in a seemingly

random manner (Fig. 4.5a). Such oscillations have been reported in many turbulent

thermoacoustic systems previously (Nair ef al., 2014; Nair and Sujith, 2015; Pawar

and Sujith, 2018; Dutta et al., 2019; Aoki et al., 2020). The scalogram (Fig. 4.5b)

corresponding to this state shows the intermittent occurrence of the dominant frequency

at f = 351 Hz in the signal. In the accompanying power spectrum (Fig. 4.5d), we

notice the presence of broadband frequencies having a peak around 351 Hz. Figure 4.5¢

shows the reconstructed phase portrait during the state of intermittency. We observe a

68



2 aperiodic part periodic part

55 0.65 10°% 1072 102
(s) |P| (kPa?/Hz)

Figure 4.5: (a) The time series, (b) scalogram, (c) three-dimensional phase space, and
(d) power spectrum of p’ signal during the state of intermittency for P =
20.8 kW, ¢, =0.65, HF'F' =40%, and Re =2.68 x 104,

clutter of trajectories at the centre of the phase portrait due to aperiodic oscillations.
These trajectories then spiral towards the distant regular ring-like attractor during the
occurrence of bursts of periodicity in the signal, before being re-injected back to the
center of the ring at the end of the burst. The flow and flame dynamics corresponding

to this state need to be studied separately during aperiodic and periodic epochs.

Figure 4.6 shows the normalized p’ and ¢ signals (Fig. 4.6-I) with instantaneous
vorticity fields obtained from PIV (Figs. 4.6-1I), the heat release rate region of the
flame measured over the central plane using from OH-PLIF (Figs. 4.6-III), and
the line-of-sight integrated heat release rate measurements obtained from the OH*-

chemiluminescence snapshots (Figs. 4.6-1V). These images correspond to five time
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Figure 4.6: (I) The time series of normalized p’ and ¢’ fluctuations during the aperiodic
epoch in the state of intermittency. The corresponding (II) PIV (III) OH-
PLIF, and (IV) OH*- chemiluminescence images are shown.

instants (a - e) marked on the p’ signal in Fig. 4.6-1 during the epoch of low amplitude
aperiodic oscillations of the intermittency state that exhibits a switching between epochs
of aperiodic and periodic oscillations. From Fig. 4.6-11, we observe that the asymmetric
generation of small-scale vortices continuously along the inner shear layer (ISL) and
outer shear layer (OSL) of both the left and right branches of the flame. We also notice
that the flame is always stabilized between the inner shear layer and the outer shear
layer along the two branches (Figs. 4.6-1Ila-e). We observe a moderate wrinkling on
the flame front due to the swirling in the flow. We do not observe significant variations

of the flame size and length during the aperiodic epoch of oscillations (Figs. 4.6-II1).
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Figure 4.7: (I) The time series of normalized p’ and ¢’ fluctuations for five instants (a-¢)
during one periodic cycle in the state of intermittency. The corresponding
(IT) PIV, (IIT) OH-PLIF, and (IV) OH*- chemiluminescence images are
shown.

From the corresponding OH*- chemiluminescence images of the flame (Figs. 4.6-1Va-
e), we notice that the flame behavior is similar across different time instances as we do
not see any significant variations in the shape of the flame. However, at the instances
of high positive amplitude oscillations (Figs. 4.6-IVa,e), we observe a small increase in

the flame intensity at some spatial locations.

We observe that there is a phase difference between normalized p’ and ¢’ during the
P1 oscillations (periodic epochs) in intermittent state switching between aperiodic and

periodic oscillations (Fig. 4.7-1). Here, we notice larger vorticities compared to the
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flow field during the aperiodic region (Figs. 4.7-I1la-e). We observe significant intensity

variations in the flame stabilized in the region between the ISL and OSL along both

the branches (Figs. 4.7-11la-e) with the variation of the pressure from its maxima to

minima. When the pressure amplitude is near to its maxima (Fig. 4.7-Ia), we observe

the asymmetric emergence of vortices in ISLs (Figs. 4.7-Ila,d and e) and very high

flame intensity (Figs. 4.7-Illa,e). The flame shape widens from maxima to minima of

p’. As the pressure reaches its minima (Fig. 4.7-Ic), the thickness of OSL increases

while the inner recirculation zone (IRZ) remains unchanged (Fig. 4.7-IlIc). Due to

phase shift, we observe the minimum flame intensity (Fig. 4.7-111d) at instant d, which

is very near to the minima of the heat release rate (Fig. 4.7-1Vd).

4.4 CHAOTIC OSCILLATIONS

We observe two kinds of chaotic oscillations in the combustor. We refer to these two

states as chaotic state-1 (CO1) and chaotic state-2 (CO2) oscillations, respectively.

The reasons behind making the distinction between the two chaotic states will become

apparent after their descriptions.

In Figs. 4.8a, we show the p’ signal and the scalogram corresponding to chaotic

state-1 oscillations (CO1). The amplitude of the acoustic pressure does not fluctuate

significantly. However, we show that the frequency of these oscillations shows a
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Figure 4.8: (a) The time series, (b) scalogram, (c) three-dimensional phase space, and
(d) power spectrum of p’ during chaotic state-1 (CO1), observed for P =
20.8 kW, ¢, =0.65, HF'F =0%, and Re =2.41 x 10%.

significant variation in time, shown in Fig. 4.8b. The corresponding power spectrum
shows several broadband frequencies without any distinguishable peak (Fig. 4.8d). In
the reconstructed phase space (Fig. 4.8c) of this state, we observe the phase space

trajectory spiralling inwards and outwards in a haphazard manner.

In Figs. 4.9a,b, we show the p’ signal and the scalogram corresponding to chaotic state-
2 oscillations (CO2). The amplitude of acoustic pressure during CO2 is appreciably
higher than that recorded during CO1. Furthermore, the frequency does not vary
considerably in time. As a result, from the corresponding power spectrum (Fig. 4.9d),

we see distinct frequency peaks. However, the reconstructed phase space (Fig. 4.9c) of
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this state is similar to that observed in CO1.

In Fig. 4.10, we show the results obtained from the 0-1 test (described Section 3.6)
for the optimally undersampled pressure signal obtained during CO1 and CO2 states.
The trajectories in the z(n) — y(n) plane (Figs. 4.10a(i),b(i)) show a near random
behavior for both states. The variation of M (n) with n exhibits an increasing trend
(Figs. 4.10a(ii),b(ii)). Further, the value of K shows fluctuations near 1 (Figs. 4.10
a(iii), b(iii)). The median value of K is observed to be 0.99 and 0.98 for CO1 and CO2,

respectively.

We also confirmed the existence of chaos with the help of the recently developed Chaos

Decision Tree algorithm by Toker et al. (2020). Following this algorithm, we obtained
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Figure 4.10: 0-1 test performed for chaotic state-1 (Fig. 4.8a) and chaotic state-2
(Fig. 4.9a). (i) The plot between the translation variables x(n) and y(n),
(ii) the behaviour of mean square displacement M (n) with n, and (iii) the
variation of the growth rate K with N.

K =0.99 and 0.93 for CO1 and CO?2 states, respectively. Therefore, the results from

the 0-1 test as well as the Chaos Decision Tree algorithm substantiate the presence of

chaos in the acoustic pressure time series exhibited by the combustor during the CO1

and CO2 states.

In order to understand the chaotic oscillations spatiotemporally, we plot the
instantaneous images of the velocity, flame and heat release rate distribution fields for

5 different instants. Figure 4.11 shows the normalized p’ and ¢’ signals (Fig. 4.11-I),
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Figure 4.11: (I) The time series of normalized p’ and ¢’ fluctuations for five time instants
(a-h) during different instants indicating the local maxima and minima in
chaotic state-1. The corresponding (II) PIV (IITI) OH-PLIF, and (IV) OH*-
chemiluminescence images are shown.

instantaneous images of the flow and vorticity fields obtained from PIV (Fig. 4.11-II),

the distribution of OH radicals over the central plane using OH-PLIF (Fig. 4.11-III), and

the line of sight integrated OH*-chemiluminescence field (a measure of heat release rate

distribution) during chaotic state-1 (CO1) in the system (Fig. 4.11-IV). These images

correspond to five time instants (a)-(e) marked on the p’ signal (Fig. 4.11-I). Only the

common regions covered by all the three imaging techniques (section 2.3) are shown.

From Fig. 4.11-1I, we observe that several small-scale vortices are generated irregularly

along the inner and outer shear layers in both the left and right flame branches. We also

notice that the V-shaped flame is always stabilized in the region between the inner shear
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layer (ISL) and outer shear layer (OSL) along the two branches (Fig. 4.11-11I). We

observe moderate wrinkling of the flame front due to the swirling action in the flow. We

do not observe significant changes in the flame size and length over time (Fig. 4.11-III).

From the corresponding OH*-chemiluminescence images of the flame (Fig. 4.11-1V),

we observe that the flame behavior is similar across different time instants as we do not

see any significant change in the flame intensity.

The flame stabilizes in both IRZ and ORZ along two separate branches of the flame

front (Figs. 4.12-I11a-h) for all time instants during the state of chaotic state-2 (CO2).

When the pressure is at its first maxima (Fig. 4.12-1a), we do not observe any vortex

with a significant magnitude of vorticity (Fig. 4.12-Ila). The corresponding flame

image (Fig. 4.12-1Ila) shows a moderate intensity. The chemiluminescence image

at this instant (Fig. 4.12-IVa) shows that the flame is compact and the heat release

rate distribution is concentrated at a small distance from the inlet of the combustion

chamber. As the pressure reaches its first minima (Fig. 4.12-Ib), the vorticity (Fig.

4.12-11b) and the flame intensity in the IRZ do not change significantly (Fig. 4.12-IIIc).

The corresponding chemiluminescence image (Fig. 4.12-IVb) indicates a reduction in

the heat release rate distribution. On proceeding to the second maxima (Fig. 4.12-Ic)

and second minima (Fig. 4.12-1d) on the p’ signal, the vortices with symmetric behavior
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Figure 4.12: (I) The time series of normalized p’ and ¢’ fluctuations for eight time
instants (a-h) during different instants indicating the local maxima and
minima in chaotic state-2 (CO2). The corresponding (II) PIV, (II) OH-
PLIF, and (IV) OH*- chemiluminescence images are shown.

are observed in the spatial field (Figs. 4.12-1llc,d) and the flame gradually widens (Figs.

4.12-IVc,d). The heat release rate distribution becomes compact and is shifted to near

the inlet of the combustion chamber (Fig. 4.12-IVc) and again shifted to slight away

from the dump plane (Fig. 4.12-IVd). After the pressure crosses its second minima, we

observe that the vortices that were initially shed at the second maxima, convect outside

the window.

During another instants (f-h) in chaotic state-2, we observe that p’ and ¢’ are almost

phase-locked (Fig. 4.12-I). Here, we see vortices with low vorticity in the flow field

(Figs. 4.12-1la-e). we observe moderate intensity in the flame stabilized in the region

between the ISL and OSL along both the branches (Figs. 4.12-I1If-h) with pressure
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variation. The corresponding chemiluminescence images show compact behavior of

the heat release rate distribution near the dump plane (Figs. 4.12-IVfh). When the

pressure amplitude is at its maxima (Fig. 4.12-If), we notice the asymmetric emergence

of vortices in ISLs and moderate flame intensity in the flow field (Figs. 4.12-IIIf,h).

The flame shape is not changing significantly with change in pressure. As the acoustic

pressure fluctuations nears its minima (Fig. 4.12-Ig), again a pair of vortices is observed

to be shed. The heat distribution appears to be divided into two regions (Fig. 4.12-IVg).

As the acoustic pressure fluctuations again increases, we see the regions of the heat

release rate distribution unite (Fig. 4.12-IVh).

Overall, we observe dramatic changes in the flame and flow dynamics during chaotic

state-2, which is completely different from the state of TAI with period-1 and period-2

oscillations.

4.5 TRANSITION FROM P2 LCO TO P1 LCO

In this section, we discuss the transition of dynamics in the combustion chamber as

HFF is increased from 0% to 60% while maintaining the same equivalence ratio and

thermal power. Figure 4.13 represents the effect of increase in H F'F’ for the operating

conditions of P = 15.6 kW and ¢, = 0.8 mentioned in Table 2.1. For HF'F' = 0%,
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Figure 4.13: The effect of increasing H F'F' in the fuel on the acoustic pressure
oscillations is presented using (I) time series, (II) amplitude spectrum,
and (IIT) three-dimensional phase space, and (IV) first return map of p’
oscillations. HF'F' is varied from 0% to 60% in steps of 10% while
maintaining P = 15.6 kW and ¢, = 0.8. The red colored dotted line in
(I) represents the frequency of the fundamental mode in the combustor
for 0% HF'F.

p’ show the characteristics of P2 oscillations (Fig. 4.13Ia). We also plot the amplitude
spectrum (Fig. 4.131Ib) which exhibits the presence of two peaks (f; = 260 Hz and
fo = 520 Hz) with comparable amplitude (P(f;)/P(f2) < 5). Accordingly, the phase
space trajectory is bounded by a double-looped attractor (Fig. 4.13111a) and the first
return map contains two clusters (Fig. 4.131Va). Here, the return map (Nayfeh and
Balachandran, 2008) is obtained by plotting the successive local maximas of the p’

signal in time. A small addition of H F'F' leads to a reduction in the amplitude of
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P2 oscillations (Fig. 4.13Ib). On further increase in H I'F' beyond 10%, we observe

a significant decrease in the amplitude of frequencies at both modes of the p’ signal

(Figs. 4.13I1c to 4.131le). As a consequence, we notice a change in the system dynamics

from P2 LCO to chaotic state-2. The amplitude spectrum (Figs. 4.131Ic to 4.13IIe)

shows the shift in both peaks to a higher value. The phase space trajectories of this

state show a cluttered behavior due to the interaction of multiple broadband frequencies

(Figs. 4.13IIIc to 4.1311le). The first return map exhibits a cluster of points that align

along the diagonal line (Figs. 4.13IVc to 4.131Ve).

For H F'F' = 50%, we notice the occurrence of a considerably high amplitude P1 LCO in

the system (Fig. 4.131If). The corresponding amplitude spectrum (Fig. 4.131If) displays

a dominant frequency at (f = 586 Hz) with very high amplitude. The phase space

(Fig. 4.13IIIf) of this state exhibits a ring-like attractor. The first return map for this case

shows a cluster of points on the diagonal for larger amplitudes (Fig. 4.131Vf). Similar

behavior is also observed for HF'F' = 60% (Fig. 4.13Ig). Therefore, we observe the

change of the system behavior from P2 to P1 oscillations via chaotic oscillations as

HFF is increased.

We also notice a gradual increase in the frequencies of the fundamental and harmonic

modes due to the increasing content of Hs in the fuel (see Fig. 4.1311I). The rise in the
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unstable frequencies of the system occurs as a result of the escalation in the adiabatic

temperature of the flame (refer to Appendix B). The adiabatic flame temperature

increases by about 100 K as H F'F' is increased from 0% to 80%. Thus, hydrogen

enrichment of methane results in the occurrence of different dynamical states in the

system, which leads to the progressive shifting of the frequency and the interaction of

unstable acoustic modes of the combustor.

4.6 INTERIM SUMMARY

In this chapter, we have characterized different dynamical states exhibited by the

combustor as a result of hydrogen enrichment at constant global equivalence ratio

and thermal power. Based on different methods including time series analysis, phase

space reconstruction, power spectrum and continuous wavelet transformation, we

have categorized the experimental data into mainly four dynamical states: chaotic

oscillations (CO1 and CO2), intermittency, period-1 limit cycle oscillations and period-

2 limit cycle oscillations.

In order to understand different dynamical states thoroughly, we also studied the

spatiotemporal behaviour of the combustor during different dynamical states using

the instantaneous images acquired simultaneously through various high-speed imaging

techniques. Using PIV images, we discussed the emergence of vortices and their growth
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at various regions such as the inner recirculation region and the outer recirculation

region. Using the PLIF images, we showed the stabilization and shape of the flame

at the center plane of the combustion chmaber for each dynamical state. Generally, the

flame stabilizes along the shear layers visualizing either M or V shape. However, during

the states of P2-LCO, the flame exhibits columnar shape (a thin jet-like structure) and

stabilizes in the inner recirculation region. With the help of OH*-chemiluminescence

images, we discussed the heat release rate distribution and flame intensity using

OH* radicals. During the periodic signals (P1-LCO, P2-LCO and periodic burst

of intermittency), we see the periodic increase and decrease in the flame intensity.

However, the flame intensity does not exhibit any variation during the chaotic state-

1 oscillations and aperiodic signal of intermittency. For the state of CO2, area of high

flame intensity varies over time with low variation in flame intensity.

Finally, we analyzed the transition of dynamical states from P2-LCO to P1-LCO

through chaos (chaotic state-2 oscillations) due to addition of hydrogen while

maintaining a constant global equivalence ratio and thermal power. We used time

series analysis along with the corresponding power spectra, phase-space reconstructions

and first return map. In the absence of hydrogen in the fuel, the combustor exhibits

period-2 limit cycle oscillations, represented by a double loop attractor having two
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frequencies with the same order of spectral amplitude and two clusters of points in

the first return map. With the addition of 20% to 40% hydrogen by volume in the fuel,

chaotic dynamics is seen in the acoustic pressure signals exhibited by the combustor.

We observed suppression of spectral power at dominating frequency in power spectra,

clutters of trajectories in phase space with clusters of points having low values in first

return maps. The combustor exhibits period-1 limit cycle oscillations with 50% and

60% hydrogen in the fuel. These signals show single loop attractors in phase space,

single frequency with spectral amplitude in power spectra and cluster with high values

in first return maps. With the addition of hydrogen, the flame temperature increases

(shown in Fig. B.1) which leads to increase in the speed of sound and results in the

shifting of the dominating frequencies of the dynamical states in the combustor.

In the next chapter, we introduce the Lissajous patterns and study the frequency locking

behaviour between acoustic pressure, heat release rate and flow velocity fluctuations for

the states of chaotic oscillations (CO1) and thermoacoustic instabilities with period-1

and period-2 limit cycle oscillations.
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CHAPTER 5

FREQUENCY LOCKING AMONG ACOUSTIC PRESSURE,
HEAT RELEASE RATE AND FLOW VELOCITY

As we know, a positive feedback (or mutual synchronization) between p’ and ¢
fluctuations is mostly responsible for the occurrence of TAI (Pawar et al., 2017,
2019). In this chapter, we discuss the temporal signals and analyze the coupled
interactions of flow velocity fluctuations with acoustic pressure and heat release rate
fluctuations during distinct dynamical states, i.e., CO1, P1 and P2 LCOs, present in
the PRECCINSTA burner. In order to define the flow velocity fluctuations, we use
a data-driven method known as proper orthogonal decomposition (POD) (see Section
3.3). Using POD, we calculate the temporal coefficients of each dominating modes for

different dynamical states such as CO1, P1 and P2 LCOs.

5.1 CHAOTIC STATE-1 OSCILLATIONS

First, to understand the temporal dynamics of chaotic behaviour in the combustion
chamber, we discuss the characteristics of the temporal signals for the state of chaotic

state-1 (CO1) oscillations. Figure 5.1 displays the normalized time series of the

Some sections of this chapter are published in A. Kushwaha, K. Praveen, Samadhan A. Pawar, R.
L. Sujith, I. Chterev, and 1. Boxx (2021). Dynamical characterization of thermoacoustic oscillations in
a hydrogen-enriched partially premixed swirl-stabilized methane/air combustor. Journal of Engineering
for Gas Turbines and Power, 143(12): , 121022 (11 pages)
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Figure 5.1: Characterization of the thermoacoustic response during the state of chaotic

oscillations. (a) Time series and (b) power spectra of fluctuations in acoustic
pressure, heat release rate and the temporal coefficients of the first three
POD modes. (c) Phase space trajectory in the complex analytical plane for
the part of the signals indicated in panel (a).

acoustic pressure (p') and the heat release rate fluctuations (¢'), along with the temporal

coefficients corresponding to the first three POD modes. Here, ¢'(¢) is obtained by a

global summation from individual chemiluminescence images. Each of the time series

are normalized by their respective maxima to aid comparison. The aim is to relate

the manner in which the spatial modes of velocity fields evolve in time and relate to

fluctuations in p’ and ¢'.

In each case, the temporal signals are characterized by the

power spectral density in the frequency domain and the phase portrait of the analytic

signal defined according to Eqn. (3.22).
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Figure 5.2: (a-c) Phase portrait of the pairs of temporal coefficients (a; - ag) of the first
three POD modes of the velocity field for the state of chaotic oscillations.
The red lines indicate a few periodic orbits.

The state of chaotic state-1 oscillations corresponds to the low-amplitude stable

operation of the combustor. The acoustic pressure and the heat release rate oscillations

during this baseline case remain chaotic. This can be observed in Fig. 5.1b where

the power spectral density for p/, ¢’ and the temporal coefficients (ay, as, az) depict a

broadband behavior. In addition, the phase portrait featuring the analytic representation

of these signals depict the absence of a unique center of rotation. Hence, the signals

are non-analytic, and a phase cannot be ascribed to these signals using the Hilbert

transform.

We perform the 0-1 test (described in §3.6) for these signals to ascertain whether

their dynamics is chaotic or not. The value of the asymptotic growth rate /K of the

displacement M between translational variables is tabulated in Table 5.1. We note here

that all the signals display values which are close to unity, implying chaotic evolution

of each of these quantities. Thus, the heat release rate and acoustic pressure oscillations

87



. Dynamical states — Chaotic oscillations | P1-LCO | P2-LCO
Signals |
P 0.99 0.08 0.01
q 0.98 0.11 0.05
ay 0.62 0.15 0.27
Qs 0.99 0.12 0.32
as 0.99 0.61 0.79

Table 5.1: Results of the 0-1 test for different signal during all the dynamical states
discussed in this paper. The values close to 1 indicate the existence of chaos

in the signal. The signal with regular dynamics show the values close to 0.

display chaos during stable combustor operation, thus corroborating past results (Nair

and Sujith, 2014).

In Fig. 5.2, we show the phase portraits generated with the pairs of first three temporal

coefficients of dominating POD modes. The pairs of signal a; with ay and a3 do not

show any pattern indicating that there is no coupled interaction between these signal

(Figs. 5.2a,b). However, the pair of signals a; and a3 shows a pattern having a few

periodic orbits indicating that these chaotic signals exhibit the same frequency for a

small interval of time period.

5.2 1:1 FREQUENCY LOCKING

We first understand the coupled interaction between the fluctuations in acoustic pressure

and heat release rate during the state of period-1 LCO. We generate overlapped time

series plots of the normalized p’ and ¢’ signals during the P1 LCO state (Fig. 5.3a). The
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Figure 5.3: Illustration of 1:1 frequency locking between p’ and ¢’ signals during the
state of period-1 LCO. (a) Time series of the normalized p’ (black line) and
¢ (orange line) signals, (b, ¢) the corresponding phase spaces, and (d, e) first
return maps for P = 15.6 kW, ¢, = 0.8 and H F'F' = 50%. (f) The zoomed
view of the signals with markers corresponding to the local maximas. (g,
h) The spiking signals indicating the locations of local maxima in p’ and ¢’
oscillations, respectively. C, Cs,... in (g) represent the number of cycles,
and blue dotted boxes contain the number of peaks in one oscillation cycle
of p’ and ¢’ signals.

normalization is performed with respect to their respective maximum values. During

this state, we observe that both p’ and ¢’ signals are in-phase synchronized, where

every oscillation cycle of p’ appears to be locked with that of ¢/, thus, satisfying

the Rayleigh’s criterion (Rayleigh, 1878). In Figs. 5.3g,h, we represent spikes of

unit magnitude corresponding to the time instants at which the corresponding p’ and

¢ signals (Fig. 5.3f) attain the local maxima, respectively. We observe single local

peak from both the signals in each cycle (indicated by dashed boxes C, (s, ....Cg in

Figs. 5.3g,h). This is further confirmation of the fact that the p’ and ¢’ signals have
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the same frequency (Figs. 5.3g,h). Thus, during the state of P1 LCO, both p’ and ¢’

signals exhibit 1:1 frequency locking (mutual synchronization). The corresponding

phase spaces for p’ and ¢’ (Figs. 5.3b,c) contain a single ring-like attractor, indicative of

LCO . The first return maps for p’ and ¢’ (Figs. 5.3d,e) exhibit a single cluster of points

at the diagonal line with high amplitudes.

To study the temporal behaviour along with the flow velocity fluctuations during the

state of TAI with P1-LCO, we plot the time series, power spectra and analytical signal of

acoustic pressure, heat release rate and temporal coefficients of three dominating POD

modes, shown in Fig. 5.4. The normalized time series of p’ and ¢’ show high amplitude

fluctuations compared to that during the chaotic oscillations (Figs. 5.4ai to 5.4aii). We

also observe a distinct peak at 415 Hz and its higher harmonic at 827 Hz for the acoustic

pressure and heat release rate signals (Figs. 5.4bi to 5.4bii). Moreover, the trajectories

in the analytical plane show a unique center of rotation (Figs. 5.4ci to 5.4cii). The

temporal coefficients of the first and second modes are periodic in nature (Figs. 5.4aiii

to 5.4aiv) and exhibit distinct peak at 415 Hz (Figs. 5.4biii to 5.4biv). However, the

third mode does not show periodic behaviour (Fig. 5.4av) and we observe a broadband

power spectrum without any distinct peak (Fig. 5.4av). The analytical signal for the

first and second mode signal have a particular origin of rotation which confirms that
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Figure 5.4: (a) time series of (i) acoustic pressure, (ii) heat release rate, (iii - v) temporal
coefficients of first three POD modes normalised by their respective maxima
values; (b) the corresponding power spectra and (c) the analytical signals
in the complex plane, corresponding to the time series enclosed in the red
dashed box during the state of period-1 limit cycle oscillations for P = 20.8

kW, ¢, = 0.8, HFF =

50%, and Re = 2.64 x 10*.

we can calculate instantaneous phases of a; and as using the Hilbert Transformation

(see section 3.5) to understand the frequency locking behaviour with the help of the

Lissajous patterns. The analytical signal of the third mode do not show a unique center

of rotation for the trajectories which suggest that we cannot calculate the instantaneous

phase using the Hilbert transform for the a3 signal.

In order to understand the coupling behaviour among the time signals shown in Figs.

5.4ai to 5.4iv, we, firstly, normalize the signals with their respective maxima. Then, we
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Figure 5.5: (a-f) Phase portrait of the temporal coefficients of the POD modes of
the flow velocity field with respect to acoustic pressure and heat release
rate along with analytical curves having the same dominating frequencies
and phase differences as the original data and the corresponding phase
difference with the red line indicating the mean value of phase difference,
for the state of TAI with period-1 LCO.

choose a pair of signals and plot phase portrait (Figs. 5.5a to 5.5f). We also calculate
and show the instantaneous phase difference between the signals for each pair (Figs.
5.51 to 5.5vi). We compute a mean of the instantaneous phase difference and show it
with a red line. With the help of dominant frequencies and mean phase difference for
each pair of signal, we generate the analytical curve (see section 3.5) and show it for
each pair with red color. These analytical curves identify the pattern of each pair of
the signals. We notice circular patterns in Figs. 5.5a,c as the mean phase difference
value for these pairs is close to /2 (Figs. 5.5i,iii). Apart from the circles, we also
see the elliptical curves due to the mean phase difference values other than 0 and 7 /2.
These patterns (circles and ellipses) are similar to the Lissajous patterns which indicate

frequency locking in terms of ratio between the dominating frequencies of the pair of
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Figure 5.6: Depiction of 2:1 frequency locking between p’ and ¢ signals during the state
of P2 LCO. (a) Time series of normalized p’ (black line) and ¢’ (orange line)
signals, (b, c) the corresponding phase spaces, and (d, e) first return maps for

the conditions of P = 15.6 kW, ¢, = 0.8 and HF'F' = 0%. The description
of (f, g, h) is the same as that in Fig. 5.3.

the signals. We see differences between the patterns from our experimental data and the

traditional Lissajous patterns due to the existence of higher harmonics that affects the

shape as well as the size of the patterns. These results identify 1:1 frequency locking

behaviour among the acoustic pressure, the heat release rate and the flow field dynamics

during the state of TAI with period-1 limit cycle oscillations.

5.3 2:1 FREQUENCY LOCKING

Next, we show the coupled dynamics of p’ and ¢’ signals observed during the state of

TAI with period-2 LCO in Fig. 5.6. The magnified views (Fig. 5.6f) of these signals

show markers corresponding to their local maxima, which are captured by the spiking



signals in Figs. 5.6g,h. From Figs. 5.6g,h, we observe that in one cycle (denoted by

C1,Cy, ..., Ch3 in Figs. 5.6g,h), there are two peaks in the p’ signal and one peak in

the ¢’ signal (see blue dashed rectangle in Figs. 5.6g,h). This means that the p’ signal

exhibits two oscillations in a single period, while ¢’ signal exhibits a single oscillation

in the same time period. This further indicates the presence of 2:1 frequency locking

between p’ and ¢’ during the state of P2 LCO in the system. Note that both p’ and

¢ signals have the same dominant frequency. The reconstructed phase spaces (Figs.

5.6b,¢) and the first return maps (Figs. 5.6d,e) for p’ and ¢/, also confirms this locking

behavior of the signals. For p’ signal, the phase space has a two looped structure (Fig.

5.6b); in contrast, for the ¢’ signal, the phase space contains a single ring-like structure

(Fig. 5.6¢). For p’ signal, the first return map exhibits two prominent clusters at off-

diagonal locations, representing two loops in the phase space trajectories. Additionally,

a minor scatter of points is observed along the diagonal line, attributed to the turbulent

fluctuations underlying the system. In contrast, we notice a single cluster of points in

the return map of ¢’ signal.

The time series, the power spectra and the analytical signal are shown for the state

of period-2 limit cycle oscillations in Fig. 5.7. The time series of p’ has period-

2 oscillations (Fig. 5.7ai). However, the signal of ¢’ exhibits period-1 limit cycle
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Figure 5.7: (a) time series of (i) acoustic pressure (ii) heat release rate (iii - v) temporal
coefficients of first three POD modes normalised by their respective maxima
values; (b) the corresponding power spectra and (c) the analytical signals
in the complex plane, corresponding to the time series enclosed in the red
dashed box during the state of period-2 limit cycle oscillations for P = 20.8
kW, ¢, = 0.8, HFF' =20%, and Re = 2.74 x 10*.
oscillations (Fig. 5.7aii). The power spectra of both the signals show a distinct peak at

283 Hz with higher harmonics at 566 Hz and 849 Hz (Figs. 5.7bi,ii). In Fig. 5.7ci, the

trajectory of the analytical signal forms a double-looped pattern on the complex plane.

However, we observe a unique center of rotation for the trajectory for the analytical

signal of ¢

(Fig. 5.7cii). Similar to the p’ signal, we notice the period-2 nature in the

time series of a, and as (Figs. 5.7aiii,iv) with the distinguished peaks at 283 Hz, 566 Hz

and 849 Hz

in the power spectra, shown in Figs. 5.7biii,iv. We also observe the patterns

with double loops formed by the trajectories of the analytical signals of time series of a;
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Figure 5.8: (a-f) Phase portrait of the temporal coefficients of the POD modes of
the flow velocity field with respect to acoustic pressure and heat release
rate along with analytical curves having the same dominating frequencies
and phase differences as the original data and the corresponding phase
difference with the red line indicating the mean value of phase difference,
for the state of TAI with period-2 LCO.

and a (Figs. 5.7ciii,iv). In case of the third mode, we do not see a periodic behaviour in

the time series, shown in Fig. 5.7av. Further, we notice a broadband spectrum without

any distinct peak in the power spectrum (Fig. 5.7bv) and also found that the trajectory

of the analytical signal does not have a unique center of rotation (Fig. 5.7cv).

Unlike period-1 limit cycle oscillations, we observe different patterns similar to the

Lissajous figures during period-2 limit cycle oscillations. For the pair of a; and as,

we see a circular pattern (Fig. 5.8a) as the mean phase difference is close to 7/2

(Fig. 5.81) which confirms 1:1 frequency locking between these signals. However,

pairs of other signals exhibit patterns with two lobes which are traditionally observed

for 2:1 frequency locking between the signals. The traditional 2:1 Lissajous patterns
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has lobes with equal shape and size (at least symmetric about one axis). However, we

observe patterns with unequal shape and size due to the presence of higher harmonics

in the experimental data. These results verify that the temporal dynamics has both 1:1

and 2:1 frequency locking behaviour during the state of TAI with period-2 limit cycle

oscillations.

5.4 INTERIM SUMMARY

In this chapter, we analyzed the time series and looked at the coupled interaction

between the temporal coefficients of dominant POD modes of velocity field along

with acoustic pressure and heat release rate during different dynamical states including

chaotic state-1 oscillations and thermoacoustic instabilities with period-1 and period-2

limit cycle oscillations. During the chaotic state-1 oscillations, all the signals except the

temporal coefficient of first dominating mode exhibited the chaotic behaviour without

any distinct peak in power spectra. The temporal coefficient of first dominating mode

showed aperiodic behaviour and shows the dominance of frequencies with very low

values. These signals exhibited non-analytical behaviour, that was verified using the

Hilbert transformation. Therefore, phase for these temporal signals cannot be calculated

using the Hilbert transformation.

During period-1 limit cycle oscillations, we discussed the 1:1 frequency locking
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behaviour between the acoustic pressure and heat release rate fluctuations with the help

of the phase portraits and first return maps. The 1:1 frequency locking is confirmed

with the spiking signals for the local maximas in the acoustic pressure and heat release

rate fluctuations. Using the temporal coefficients of first three dominating POD modes,

the temporal signals investigated and showed that the temporal coefficients of only first

two modes show period-1 behaviour, indicated that the first modes of velocity field

dictate the flow dynamics in the combustor. Using the Lissajous patterns, we showed

1:1 frequency locking behaviour of flow velocity fluctuations with acoustic pressure

and heat release rate fluctuations.

Furthermore, we showed 2:1 frequency locking behaviour between the acoustic pressure

and heat release rate fluctuations, confirmed with the spiking signals during the state of

TAI with period-2 limit cycle oscillations. Similar to period-1 limit cycle oscillations,

the investigation of temporal coefficients showed that only first two modes of velocity

field dictate the flow velocity field and exhibit period-2 behaviour. The third temporal

coefficient exhibited non-analytic behaviour. We investigated the coupled behaviour of

flow velocity and showed 1:1 2:1 frequency locking behaviours between flow velocity

fluctuations with acoustic pressure and heat release rate fluctuations using the Lissajous

patterns. Furthermore, we have corroborated that the presence of higher harmonics in
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the signals induces alterations in both the size and configurations of patterns, exhibiting

a stark departure from the traditional Lissajous patterns.
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CHAPTER 6

COUPLED LARGE-SCALE STRUCTURES FROM FLOW,
FLAME AND HEAT RELEASE RATE DISTRIBUTION
FIELDS

In this chapter, we describe the percentage of turbulent kinetic in different POD modes
and the spatial modes obtained using proper orthogonal decomposition (POD) and
its extended version (EPOD) for the states of chaotic oscillations and thermoacoustic
instabilities with period-1 and period-2 limit cycle oscillations. We also analyze the
correlations between the structures from the flow, the flame and the heat release rate

distribution fields.

Firstly, we disentangle large-scale coherent structures in the flow velocity field and their
impact on the flame surface and heat release rate field by performing proper orthogonal
decomposition (see section 3.3) and extended POD analysis (see section 3.4). Large-
scale structures in turbulent flows contain majority of the turbulent kinetic energy which
commences the cascade process and turbulence phenomenology. Thus, POD modes
with the largest kinetic energy content along with correlated flame structures dominate
the flow and flame dynamics. This can be observed simply by noting that the turbulent

kinetic energy £ and fluctuating kinetic energy [; contained in each POD mode are
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Figure 6.1: Fraction of the kinetic energy contained in the spectrum of POD modes
(6.1) obtained from the flow velocity field (u’) for the three dynamical
states highlighted in Table 3.1. The key role played by large-scale coherent
structures during the states of thermoacoustic instabilities (period-1 and
period-2) is depicted by the first two principal modes containing an order of
magnitude higher kinetic energy than that observed during stable operation.

connected via the relations between the eigenvalues of the correlation matrix (3.16) and

the flow field fluctuations:

N | —

l——— 1 al
El'Z:— /\IliQZ—)\i, E: Ez:

N
Z A 6.1)
=1

Figure 6.1 shows the percentage of the turbulent kinetic energy (F;/F) that the first
100 modes of the velocity field contain for different dynamical states. For all the cases,

the first 100 modes contain over 90% of the turbulent kinetic energy, with the first
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few principal modes accounting for a major fraction of the total kinetic energy. During
chaotic oscillations, the first three POD modes contain 14.7% of the total kinetic energy.
Further, for period-1 LCO, the first two modes contain 19.8% of the turbulent kinetic
energy. The third mode contains an order of magnitude less fraction of the total energy.
The energy content decreases drastically for higher POD modes. For period-2 LCO,
the first three modes contain comparable proportion of the total kinetic energy, with the

total amounting to around 29.8% of the total turbulent kinetic energy.

6.1 CHAOTIC OSCILLATIONS IN THE ABSENCE OF H,

The flame and flow dynamics of the swirl combustor operating on CH, at ¢ = 0.65 are
shown in Fig. 6.2. The first row shows the mean of the transverse velocity component
(11,), the flame brush obtained from time-averaged OH-PLIF imaging (Ip) and the
mean heat release rate obtained from OH*-chemiluminescence imaging (/). The time
averaging is performed over 3000 instantaneous images (or 0.3 seconds). Figure 6.2a
shows high transverse velocity along the shear layers, with the opposite signs indicating
the clockwise direction of the swirling flow. In addition, the flow shows low velocity
fluctuations in the inner and the outer recirculation. Hence, the flame can be seen to
stabilize along the inner shear layer, resulting in a characteristic V-shape of the turbulent

flame brush (Fig. 6.2b). The thickness of the flame brush can also be seen to increase
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downstream in comparison to the attachment point at the exit of the dump plane. As

the chemiluminescence images are line-of-sight integrated in the out-of-plane direction,

increased flame brush thickness can be seen to result in sustained, continuous band of

heat release rate profile downstream of the combustor (Fig. 6.2c).

Figure 6.2d shows the first three POD modes of the transverse (u,) velocity, together

which account for 14.74% of TKE energy (Fig. 6.1). The first POD mode of

the transverse velocity shows a coherent structure that grows in magnitude in the

streamwise direction. The structure indicates a vortex bubble with positive velocity

magnitude, depicting the overall direction of its motion. In contrast, mode 2 and mode

3 depict modes with same wavenumber and frequency, whose magnitude increases and

then decays downstream. These structures are shifted in the streamwise direction by

approximately quarter wavelength. Mode 2 and 3 are part of an oscillating process,

linked to a helical mode instability around the recirculation bubble observed in POD

mode 1. This can be observed in the Lissajous plot between mode coefficients ay — ag

(Fig. 4.1). We further note here that the first three POD modes associated with u, along

the shear layer also indicate the presence of the same coherent structures with the same

axial wavenumber with each mode shifted axially (Fig. 6.3). Additionally, all the three

modes exhibit advection of the central recirculation zone.
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The extended POD modes of the flame profile (/,) associated with the POD modes

of u, are also shown in Fig. 6.2e. We notice a number of salient features of the

flame dynamics from the extended POD modes of the flame surface [, in Fig. 6.2e.

The dominant POD mode of wu, associated with the central recirculation bubble, does

not correlate with extended POD modes of the flame surface. Only the small-scale

structures along the shear layer are reflected in the extended POD modes of the flame
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surface. This is due to the V-shaped flame (Fig. 6.2b) which stabilizes along the

inner shear layer and does not extend into the inner recirculation zone. The increased

activity in the flame surface is further emphasized in the second and third extended POD

modes of the flame surface. The coherent structures present along the shear layer in the

second and third POD modes of u, are clearly correlated to the extended POD mode

structures. The extended POD mode structure is also shifted by a quarter wavelength.

The size of the structure can be seen to increase downstream of the flame attachment

region, identifying regions contributing to the most of the changes in the flame dynamic.

Interestingly, while the coherent structure is anti-symmetric (mode 2 & 3 in Fig. 6.2d)

due to helicoidal instability in the flow field, the extended mode structure of the flame

surface clearly retains axisymmetric.

The effect of these local flow and flame dynamics on the global heat release rate

profile can be understood from the extended mode structure of the heat release rate

distribution shown in Fig. 6.2f. As with the extended structure of flame surface, the

first extended mode of heat release rate does not correlate with the central recirculating

zone, corroborating the fact that the central vortex bubble arising due to the swirl does

not affect the fluctuations in the heat release rate. The second and third extended modes

on the other hand correlate well with the coherent structure present in the velocity
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field. Indeed, we notice that structure of extended POD of heat release exists along
the shear layers along with the extended mode structure of the flame surface. The
second and third mode are again related to the same structure, only displaced by a
quarter wavelength. The banded nature of these structures can be ascribed to the fact
that the chemiluminescence imaging is line-of-sight integrated, revealing the annular
region over which heat is release from the three dimensional flame structure. We
note here that our observations remain the same when the axial velocity component
u, 1s used for obtaining extended POD modes from flame surface and heat release rate.
These observations show that the structures from the heat release rate distribution and
flame surface corresponding to the most dominant POD mode do not correlate. The
coherent structures from other modes show some correlation with the structures from
other fields. However, due to low turbulent kinetic energy of mode 2 and 3, their overall

effect remains minimal.

In order to verify the differences in the EPOD modes based on transverse velocity
component (u,), we reconstructed the POD modes of the axial velocity for the state
of chaotic oscillations. In Fig. 6.3, the first row shows the mean of the axial velocity
component (u,), flame brush obtained from OH-PLIF images (Ip) and the heat release

rate obtained from OH*-chemiluminescence images (I). Figure 6.3a shows the high
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Figure 6.3: Flow and flame dynamics for the purely CHy-air flame. Mean of the
(a) axial velocity component (u,), (b) flame brush obtained from OH-
PLIF images, and (c) heat release rate fluctuations obtained from OH*-
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velocity along the shear layers, elongated in the radial direction toward the wall of the

combustor. In addition, the inner and the outer recirculation zones have low velocity

fluctuations. The flame stabilises along the shear layers. The mean of the OH-PLIF

intensity exhibits the V-shape of the flame, shown in Fig. 6.3b. with the increment

in the flame brush thickness, most of the heat release rate occurs near the wall of the

combustor (Fig. 6.3¢) in the downstream.
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Figure 6.3d shows the first POD mode of the axial component which has the high

intensity structures along the shear layers, downstream of the combustor, indicating

the swirling behaviour of the flow. These coherent structures grow in the axial direction

and have high fluctuations near the wall of the combustor. Similarly, mode 2 and mode

3 exhibit coherent structures along the shear layers, having difference of approximately

quarter wavelength (Fig. 6.3d). Moreover, the first EPOD mode of the flame surfaces

(Fig. 6.3e) exhibits small scale structures along the shear layer. Further, in mode 2 and

3, we observe the structures near the inlet of the combustor (Fig. 6.3¢e). The first EPOD

mode of the heat release rate distribution shows the structures along the shear layer near

the wall of the combustion chamber (Fig. 6.3f). We also observe the structures in the

EPOD modes of heat release rate distribution away from the inlet and near the wall of

the combustor along the shear layers (Fig. 6.3f).

6.2 PERIOD-1 LIMIT CYCLE OSCILLATIONS AT 50% H, ENRICHMENT

The combustor shows the state of TAI with the addition of hydrogen (50%) at a constant

equivalence ratio of ¢ = 0.65 and a thermal power of P = 20 kW. We observe self-

sustained, period-1 LCO with an amplitude of p/ . = 0.91 kPa. Figure 6.4 shows the

time-averaged velocity field, flame brush and heat released rate. Figure 6.4a shows high

transverse velocity along the shear layers having opposite sign which indicates swirling
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flow. The shear layer is much broader in comparison to the baseline case of the state
of chaotic oscillations (Fig. 6.2). The flame also stabilizes along the shear layers and
extends towards the outer recirculation zone, making it an M-shaped flame (Fig. 6.4b).
The flame can be seen to be anchored very close to the dump plane. The time-averaged
image of the heat release distribution field shows a concentrated region of high heat
release rate. The location of the peak of I is located much closer to the flame anchor
point, in contrast to the baseline chaotic case where the peak occurred much further

downstream.

Figure 6.4d shows the first three dominant POD modes associated with the transverse
velocity fluctuations u/.. These three modes collectively hold 30% of the total kinetic
energy. The first and second POD modes indicate the presence of the same coherent
structure in the form of a toroidal vortex of the same frequency and wavenumber. The
modes can be seen to be shifted by a quarter of a wavelength and 7 /2 radians. In
contrast to the baseline case, the dominant coherent structure during period-1 LCO
comprises the helical toroidal vortex. The amplitude of the toroidal vortex can be
observed to be much stronger than it was for the baseline case (cf. Fig. 6.2). The
toroidal vortex can also be seen to extend to a much larger radial domain, with the anti-

phase features alternating asymmetrically on each side of centre flow axis (z = 0). In
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Figure 6.4: Flow and flame dynamics during Period-1 TAI with 50% hydrogen
enrichment. Mean of the (a) transverse velocity component ,, (b) flame
brush obtained from OH-PLIF images, and (c) heat release rate fluctuations
obtained from OH*-chemiluminescence. Panels (d-f) shows the first three
POD modes of «/, and the extended modes associated with [}, and I(..

addition to the toroidal vortex, the first two POD modes also show the presence of an
anti-symmetric mode structure along the IRZ which convects in time. The third mode
shows the presence of an axisymmetric coherent structure extending along the length of

the combustor.

The extended POD modes of the flame surface is shown in Fig. 6.4e. For the first two
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modes, we notice that the extended structure is distinctly M-shaped with branches of the

flame surface extending along the nodal line of the toroidal as well as the inner coherent

structure. The two extended modes, which are shifted by 7/2 radians, are associated

with positive and negative intensities, indicating the correlation between POD mode

and the extended POD mode structure of the flame surface. In addition, the first and the

second EPOD modes have the maximum intensity along the shear layers. However, we

observe small scale structures in the third EPOD mode structure of the flame. Figure

6.4f present the EPOD modes of the heat release rate distribution. The first two EPOD

modes show the structures in the IRZ and along the shear layer. The structures along

shear layer confirm the existence of a toroidal vortex in the flow field (Fig. 6.4d).

However, we do not observe the high intensity structure in the third EPOD modes of

the OH-PLIF images and OH*-chemiluminescence. With the random arrangement of

structures in the third extended modes of the flame surface and heat release rate, the

coherent structures from the flow field do not correlate with the inner recirculating zone.

To understand the role of coherent structures from the axial velocity during the state

of TAI, characterized with period-1 limit cycle oscillations, we show the spatial

characteristics using the time-averaged mean of the axial velocity field, the flame

surface and heat release rate distribution field (Fig. 6.5). We observe high velocity
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Figure 6.5: Flow and flame dynamics for 50% Hs-enriched CH,-air flame. Mean of
the (a) axial velocity component (u,), (b) flame brush obtained from OH-
PLIF images, and (c) heat release rate fluctuations obtained from OH*-
chemiluminescence. Panels (d-f) shows the first three POD modes of u;
and the extended POD modes associated with I}, and /..

fluctuations along the shear layer, shown in Fig. 6.5a. Moreover, we also see the
velocity fluctuations in the inner recirculation zone. Simultaneously, we also notice
the M-shape flame (Fig. 6.5b), anchored close to the dump plane of the combustor.
Most of the heat release occurs in the inner recirculation zone (IRZ) and along the shear

layers (Fig. 6.5¢).
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The first three modes of the axial component of velocity are shown in Fig. 6.5d. The

oscillations in these modes are symmetric and are in-phase. In-phase refers the same

velocity fluctuations in the coherent structures. All the modes show the high energy

structures at the downstream of the combustor. Moreover, we also observe high velocity

fluctuations in the inner recirculation zone, indicating the existence of toroidal vortex.

The first and second EPOD modes of the flame surface have the maximum intensity

along the shear layers (Fig. 6.5e), near the inlet of the combustor. However, we

observed small scale structures in the third EPOD mode (Fig. 6.5¢). Moreover, the first

and third EPOD modes of the heat release rate distribution (OH*-chemiluminescence)

field show structures along the shear layer and shows the presence of toroidal vortex

(Fig. 6.5f). However, the second EPOD mode of heat release rate distribution field

shows low intensity structures.

6.3 PERIOD-2 LIMIT CYCLE OSCILLATIONS AT 20% H2 ENRICHMENT

Let us now turn our attention to the coupled dynamics observed during the state of

TAI with period-2 LCO when the combustor is operated at a constant equivalence ratio

¢ = 0.65 and thermal power P = 20 kW with only 20% hydrogen. Like earlier, we

plot the mean, POD modes and extended POD modes in Fig. 6.6.

In the mean transverse velocity field (Fig. 6.6a), we notice high velocity fluctuations
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along the shear layers and the outer recirculation region (ORZ) with the opposite signs.

The strength of fluctuations are lower than that observed during period-1 LCO (Fig.

6.4a). Moreover, the mean of the OH-PLIF image shows the presence of a columnar

shaped flame having very high intensity stabilized along the inner recirculation zone

of the combustor (Fig. 6.6b). Most of the heat release rate occurs along the inner

recirculation zone and extends downstream of the combustor as shown in Fig. 6.6¢. This

is in contrast to the mean profile observed for the M-flame during period-1 oscillations

(Fig. 6.4a). These results indicate that the flame surface shape and the heat release rate

distribution are entirely changed from the state of period-1 LCO with small variation in

the volume of hydrogen to the fuel.

To study the state of period-2 LCO thoroughly, the first three dominating POD modes of

the transverse component are presented in Fig. 6.6d which cumulatively contains 23%

of the total kinetic energy. The first two modes show that the coherent structures are

symmetrically positioned on each side of the flow axis and have anti-phase behaviour.

These coherent structures confirm the existence of the helical nature of the flow.

Moreover, very low small-scale coherent structures with low velocity fluctuations can

also be seen in IRZ. Unlike during period-1 LCO (Fig. 6.4d), the coherent structure can

be seen to be limited only along the periphery and do extend inwards along the shear
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layer. However, the third mode shows the presence of a convecting structure along the

axial direction (Fig. 6.6d). We also see similar elongated coherent structures in the

POD modes of the axial velocity component (Fig. 6.7). These observations shows that

the flow structures from the dominant modes confirm the existence of helical instability.

However, the heat release rate field indicates that the maximum heat release occurs in
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the IRZ and does not follow the path of the helical structures in the flow.

The EPOD modes of the flame surface corresponding to the first and second POD

modes of the velocity field exhibit structures with high flame surface fluctuations

along the shear layer near to the inlet of the combustor (Fig. 6.6e). That indicates

a longer flame surface than that of in case of period-1 LCO due to low volume of

hydrogen, as combustion with higher volume has smaller flame (Zhen et al., 2012). The

EPOD modes of the flame surface correlate well with the convecting coherent structure.

Moreover, the third EPOD mode shows an asymmetrically distributed flame surface,

convecting downstream with the flow (Fig. 6.6e). We also see similar structures near

the IRZ in the extended modes of the flame surface using the axial velocity component

of the flow (Fig. 6.7). The first two EPOD modes of the heat release rate distribution

confirm that the maximum heat release rate occurs downstream of the combustor (Fig.

6.6f). The first two EPOD modes of heat release rate distribution are symmetrical

about the axis at x = (0. Similar to the third EPOD mode of the OH-PLIF images,

the structures occur without any pattern in the third EPOD mode of heat release rate

distribution field. The results from the first two modes clarify that the spatial locations

of the coherent structures do not match with the locations of structures from EPOD

modes. The coherent structures in the POD modes of axial velocity component shares
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Figure 6.7: Flow and flame dynamics for 20% Hs-enriched CH,-air flame. Mean of
the (a) axial velocity component (u,), (b) flame brush obtained from OH-
PLIF images, and (c) heat release rate fluctuations obtained from OH*-
chemiluminescence. Panels (d-f) shows the first three POD modes of u;
and the extended POD modes associated with I}, and /..

the spatial positions with the structures from the corresponding EPOD of flame surface
and heat release rate distribution fields (Fig. 6.7). Moreover, the structures from EPOD

modes of flame surface and heat release rate distribution fields match.

In order to comprehend the effect of axial velocity component during the state of

TAI with period-2 LCO, we plot the temporal mean of different spatial fields (Fig.
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6.7). Figure 6.7a shows the high velocity oscillations along the shear layers and outer

recirculation region (ORZ) in the mean velocity field. In Fig. 6.7b, the columnar shape

flame having very high OH-PLIF intensity is observed near the inlet of the combustor.

The most of the heat release rate occurs downstream of the combustor (Fig. 6.7c).

Figure 6.7d show the first three dominating POD modes of the axial velocity modes.

The first mode shows the high velocity fluctuations in the IRZ, anchored with the inlet

of the combustor. We also observe structures with low energy along the shear layers

(Fig. 6.7d), revealing the helical motion in the flow. The second POD mode shows high

energy structures along the shear layers near the dump plane (Fig. 6.7d). The inner

recirculation zone also exhibits high velocity fluctuations. Moreover, the third mode

exhibits small as well as large structures along the shear layers. The first and second

EPOD modes of the flame surface exhibit high intensity structures along the shear layer

and in the inner recirculation zone near to the inlet of the combustor (Fig. 6.7¢). The

third EPOD mode shows small structures along the shear layers, indicating a longer

flame surface (Fig. 6.7¢). These structures correlate with the coherent structures of the

axial velocity field. In Fig. 6.7f, the first and second EPOD of the heat release rate

distribution field show that the most of the heat release rate occurs at downstream of

the combustor, indicating the existence of toroidal vortex. In the third EPOD mode, we
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observe some heat release rate occurring in a columnar shape at the IRZ (Fig. 6.7f),

which is similar to the third EPOD of the flame surface.

6.4 INTERIM SUMMARY

In this chapter, we investigated the correlations between the dominating structures

from different spatial fields (PIV, OH-PLIF and OH*-chemiluminescence) acquired

simultaneously. We used proper orthogonal decomposition (POD) method to extract

the dominant spatial modes of the flow velocity fields obtained through stereo-

PIV. Additionally, the extended POD (EPOD) was utilized to determine the modes

encompassing dominant structures within the OH-PLIF and OH*-chemiluminescence

fields, corresponding to the POD modes observed within the velocity field.

During the state of chaotic oscillations, we showed using the mean of OH-PLIF field

that the flame stabilizes along the inner shear layers and exhibits a V-shape. Using

EPOD, our study revealed a notable absence of discernible correlations among the

structures in the flow, the flame and the heat release rate distribution fields.

In the state of TAI characterized by period-1 limit cycle oscillations, the

flame demonstrates stabilization along the shear layers and exhibits an M-shaped

configuration, extending towards the outer recirculation zone. Additionally, our

observations indicate a noteworthy association between the high-energy coherent
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structures from flow field and the high-energy structures found on the flame surface

and in the heat release rate distribution fields, as these structures manifest within the

same spatial regions.

Moreover, we investigated thermoacoustic instability with period-2 limit cycle

oscillations and noticed that the flame assumed a columnar morphology with

significantly intensified characteristics, firmly stabilized along the inner recirculation

zone of the combustor. Furthermore, we demonstrated a robust correlation between the

structures identified on the flame surface and those discernible within the heat release

rate field. However, it is noteworthy to mention that these structures contribute relatively

less to the coherent structures observed in the velocity field.
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CHAPTER 7

CONCLUSION AND SCOPE FOR FUTURE WORK

The enrichment of hydrogen in the fuel composition, specifically methane, induces

alterations in the dynamics in a technically premixed turbulent combustor. With the

addition of hydrogen in methane, we observe four major dynamical states exhibited by

the combustor, i.e. chaotic oscillations (state-1 and states-2), intermittency, period-

1 limit cycle oscillations and period-2 limit cycle oscillations. We use different

methods including power spectrum analysis, reconstructed phase space analysis, and

scalogram (graphical representation of continuous wavelet transformation) to detect

these states from the experimental temporal and spatiotemopral data. By employing

time series analysis and tools from synchronization theory, we provide the existence of

2:1 frequency locking between the acoustic pressure and heat release rate oscillations

during the state of period-2 limit cycle oscillation state, which differs from the 1:1

frequency locking observed during period-1 limit cycle oscillation state. The occurrence

of period-1 and period-2 limit cycle oscillations imposes different amplitude loading on

the combustor walls, potentially necessitating additional structural reinforcements.

Firstly, we explain that the addition of hydrogen to the fuel under different operational

conditions can induce or mitigate thermoacoustic instabilities or give rise to intricate



dynamics arising from the interaction among different modes. Furthermore, we show

that at a specific operating conditions (P = 15 kW and ¢ = 0.8), an increase in

hydrogen in the fuel causes the combustor to undergo a transition from a thermoacoustic

instability state characterized by period-2 limit cycle oscillations to another state of

thermoacoustic instability having period-1 limit cycle oscillations through chaotic

oscillations.

Furthermore, we show that the flow and flame dynamics exhibit substantial variations

contingent upon the prevailing dynamical state within the combustor. Specifically, when

the combustor exhibits period-1 limit cycle oscillations, the flame intensity undergoes

periodic shifts between the inner and outer shear layers. Conversely, during period-

2 limit cycle oscillations, the flame primarily stabilizes within the inner recirculation

zone, resulting in a markedly slender flame shape at its base. In comparison to period-1

limit cycle oscillations, we have observed that the region with the highest heat release

rate moves downstream of the combustor during period-2 limit cycle oscillations.

Secondly, we present a comprehensive framework to analyze the synchronization

characteristics of multiple concurrent flow parameters. This framework uses the

extended proper orthogonal decomposition (POD) method to identify correlations

between coherent structures observed in planar velocity field measurements and various
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parameters such as heat-release rate distribution and flame surface. We utilize the

POD technique to characterize the coherent structures present in the flow field and

their corresponding temporal coefficients. Additionally, we describe the structures

in the flame surface and heat-release rate distribution using the extended POD. This

analysis is conducted under different dynamical states, including chaotic oscillations,

thermoacoustic instability with period-1 and period-2 limit cycle oscillations.

We demonstrate that the temporal coefficients associated with the first two POD modes

of flow velocity exert a dominant influence on the flow field during the states of period-

1 and period-2 thermoacoustic instabilities. Furthermore, the phase portraits of pairs of

distinct signal (acoustic pressure, heat release rate and temporal coefficients of first two

POD modes of flow velocity) exhibit various patterns (similar to Lissajous patterns) and

confirm a conspicuous 1:1 frequency locking phenomenon between the acoustic field,

heat release rate, and flow field during period-1 limit cycle oscillations. Conversely,

in the case of period-2 limit cycle oscillations, we observe both 1:1 and 2:1 frequency

locking behaviors.

Finally, we elucidate the correlations among dominant structures derived from

simultaneous acquisition of various spatial data through the application of extended

proper orthogonal decomposition (EPOD). During the state of chaotic oscillations, we
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hardly find correlations among the structures in the flow, the flame and heat release

rate distribution fields. However, during the state of P1 LCO, we observe significant

correlations between high-energy coherent structures and the corresponding structures

in the flame surface and the heat release rate distribution fields, as the structures

manifest in the same spatial regions. In the case of period-2 limit cycle oscillations, the

structures from the flame surface are strongly correlated with the structures of the heat

release rate field. However, the structures from flame and heat release rate distribution

fields make less contribution to the coherent structures of the velocity field.

Thus, in this thesis, we have comprehensively demonstrated the temporal and

spatiotemporal characteristics associated with various dynamical states resulting from

the introduction of hydrogen into the fuel. We provide a framework to understand the

synchronization of the flow velocity field with the acoustic pressure and the heat release

rate distribution. Additionally, we find the correlations of the coherent structures in

a flow field with the flame and heat release rate distribution field using the extended

proper orthogonal modes of OH-PLIF images and OH*-chemiluminescence fields.

These findings contribute to the fundamental understanding of the dominating structures

exhibited in flow velocity and heat release rate distributions, thereby shedding light on

the occurrence of different thermoacoustic instabilities that may manifest in practical
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gas turbines.

The present thesis opens up promising avenues for future research in the field of

turbulent combustion. Notably, the investigation of correlations among dominating

structures derived from simultaneous acquisition of various spatial data has yet to be

explored in turbulent combustion studies. Additionally, acquiring a comprehensive

understanding of the physical mechanisms governing the behavior of period-2

oscillations in various combustion systems is of paramount importance, given their

occurrence in practical applications.
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APPENDIX A

GLOBAL EQUIVALENCE RATIO, THERMAL POWER
RATING AND VISCOSITY CALCULATION FOR A
Hy-C'Hy-AIR MIXTURE

A.1 CALCULATION OF GLOBAL EQUIVALENCE RATIO FOR H,-CHy-
AIR MIXTURE

Various amounts of H, enrichment are investigated while keeping the same global
equivalence ratio. By balancing the reaction of H> and C'H, with extra air, the global
equivalence ratio ¢, is determined (Halter er al., 2005) which is based on the following

equation:

(1—-B8)CHy+ BHs + (2 — 1.58 + 7)(O2 + 3.78N3)

— (1 = B)COsy + (2 = B)Hy0 + (O3 + 3.78N,) + 3.78(2 — 1.58) Ns.

(A.1)

where, v is the amount of excess air in moles and [ is the mole fraction of H, in the

total mixture of C'H, and Hs, i.e., = Ny,/(Npy,+Ncp,). The global equivalence ratio

is defined as:

(ma/mf)stoich o (ma/mf)stoich X (1 - 5m)MWCH4 + BmMWHg

¢g B (ma/mf)actual B (2 - 1-5ﬁm + ’Ym)<MW02 + 3.78MWN2)

(A.2)



Here we convert the mole based quantities such as 5 and 7 into mass-based quantities,

namely (3, and -, respectively. This conversion is made to use the mass flow rate of

air and fuel directly to calculate the equivalence ratio.
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A.2 DETERMINATION OF THERMAL POWER (P) RATING FOR THE
BURNER

On adding hydrogen with methane in various proportions, the thermal power generated
by the combustor will vary. Using the mass flow rate of methane (¢, ) and hydrogen
(p,), we can determine the thermal power of the combustor with the following

expression:

P = (mCH4 * CVCH4 -+ mH2 * CVHQ)/H)OO (A3)

where P denotes the thermal power rating of the combustor in kW. C'Vipy, and C'Vy,
are the higher calorific values of the methane (i.e., 55.5 x 10¢ J/Kg) and hydrogen (i.e.,

141.7 x 10° J/Kg) at standard pressure and temperature (STP), i.e. 25°C and 1 atm.
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A.3 DETERMINATION OF NOMINAL REYNOLDS NUMBER (Re) Hy-C Hy-
AIR MIXTURE

Due to variation of amount of C'H,, H and air, the nominal Reynolds number for each

iteration changes and is calculated using the following expression:

4rinyg

=
)
I

A4
P (A4)

where 1y ( = mep, + My, + M) denoted the total mass flow rate in kg/s. ., is the

dynamic viscosity of the mixture and its calculation is provides in Appendix A.4. The

diameter of the inlet of the combustor chamber is used here as the characteristic length

(Le)-
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A4 DETERMINATION OF VISCOSITY OF H,-C' H;-AIR MIXTURE

The mixture viscosity of H,-C'Hy-air reactant is calculated (Wilke, 1950) using the

following expression

i ..
= , j=1,2,3. A5
=275 Sty (A2

i

where the indices ¢ and j run over air, C'H, and Ha, p; is the kinematic viscosity and
x; the mole fraction of the 7, gas. The term ®;; involves the ratio of viscosity and
molecular weight (M;) of the different gases in the mixture. It is given in the general

form (Wilke, 1950) as:

[k () PO ) "

Y@V + (M M)V

The dynamic viscosity of the mixture measured from equation A.5 is then utilized for

measuring the nominal Reynolds number Re using equation A.4.
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APPENDIX B

ADIABATIC FLAME TEMPERATURE CALCULATION FOR
A Hy-C'H,~-AIR MIXTURE
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Figure B.1: Adiabatic flame temperature (in K) with increase HFF for the operating
condition P = 15 kW and ¢ = 0.8.

We calculated the adiabatic flame temperature for all operating conditions investigated
with increasing hydrogen fuel fraction (HFF) using the GASEQ software. As we
notice from figure B.1, with an increase in HFF for a particular thermal power (P
= 15 kW) and equivalence ratio (¢ = 0.8), the adiabatic temperature of the flame
continuously increases by about 100 K. As a result, the speed of sound also increases
with the hydrogen-enrichment, leading to shift in the frequency of dominant modes of

thermoacoustic oscillations to a higher value.
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