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Abstract

A model of a rigid-plastic rate-independent polycrystalline aggregate wherein sub-
aggregates are represented as the nodes of a binary tree is proposed. The lowest
nodes of the binary tree represent grains. Higher binary tree nodes represent in-
creasingly larger sub-aggregates of grains, culminating with the root of the tree,
which represents the entire polycrystalline aggregate. Planar interfaces are assumed
to separate the sub-aggregates represented by the binary tree. Equivalence between
the governing equations of the model and a standard linear program is established.
The objective function of the linear program is given by the plastic power associated
with polycrystal deformation and the linear constraints are given by compatibility
requirements between the sub-aggregates represented by sibling nodes in the binary
tree. The deviatoric part of the Cauchy stresses in the sub-aggregates are deduced as
linear combinations of the Lagrange multipliers associated with the constraints. It
is shown that the present model allows a generalization of Taylor’s principle to poly-
crystals. The proposed model is applied to simulate tensile, compressive, torsional,
and plane-strain deformation of copper polycrystals. The predicted macroscopic re-
sponse is in good agreement with published experimental data. The effect of the
initial distribution of the planar interfaces separating the sub-aggregates represented
by the binary tree on the predicted mechanical response in tension, compression and
torsion is studied. Also, the role of constraints relaxation in simulations of plane
strain compression is investigated in detail.
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1 Introduction

1.1 Models of polycrystal plasticity

Over the past two decades intense effort has been directed toward developing
the capability to numerically simulate the plastic response of realistic bodies
subjected to complex macroscopic deformation processes while accounting for
microstructural evolution using detailed models (Mathur and Dawson, 1989,
Beaudoin et al., 1993, 1995, Mika and Dawson, 1998, Barbe et al., 2001, Gana-
pathysubramanian and Zabaras, 2005, Logé and Chastel, 2006, Van Houtte
et al., 2006, Guan et al., 2006, Haddadi et al., 2006, Amirkhizi and Nemat-
Nasser, 2007, Barton et al., 2008). A promising strategy to this end, proposed
by Dawson and co-workers (Mathur and Dawson, 1989, Beaudoin et al., 1993,
1995, Mika and Dawson, 1998), involves embedding a microscopic polycrys-
tal model within each element of a macroscopic finite element mesh. In this
approach the microscopic model supplies the material response to the macro-
scopic finite element, which in turn determines the deformation imposed upon
the microscopic model. Since the computational time spent on the micro-
scopic model takes up much of the simulation time (Barton et al., 2008),
novel methodologies to reduce the number of evaluations of the microscopic
model have been proposed. Examples of such techniques are those due to Ka-
lidindi and co-workers (Kalidindi and Duvvuru, 2005, Kalidindi et al., 2006,
Knezevic et al., 2008) to extract the microscopic response from a database
using spectral interpolation, and those based on adaptive sampling developed
by Arsenlis et al. (2006), and Barton et al. (2008). Also, in order to reduce the
computational effort of evaluating the microscopic model, all the aforemen-
tioned simulations represent the polycrystal using the computationally light
Taylor (1938) model.

The Taylor model assumes that the deformation experienced by each grain in
the polycrystal equals the macroscopic deformation imposed upon the poly-
crystal. It thus ensures compatibility between grains while ignoring traction
continuity and intergranular interactions. Nevertheless, the Taylor model suc-
cessfully predicts the qualitative evolution of texture in symmetric materi-
als (Hirsch and Lucke, 1988a,b). However, as discussed by Leffers (1975, 1978),
Hirsch and Lucke (1988a,b), and Leffers and Christoffersen (1997), the Taylor
model suffers from several shortcomings such as its tendency to overestimate
texturing rate, its inability to predict the formation of certain experimentally
observed texture components, its unsuitability in sub-structural studies, its
inability to model intragranular phenomena, its inapplicability to low symme-
try materials, etc. Efforts to modify the microstructural model to overcome
these shortcomings are significant because predictions of macroscopic simula-
tions sensitively depend on the quality of the microscopic model (Van Houtte
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et al., 1999, 2002, 2005).

Successful approaches to modifying the Taylor model invariably hinge upon
better approximating the grain level stress in the model (Leffers, 1978, Aernoudt
et al., 1993). In perhaps the earliest such approach, Honneff and Mecking
(1978) relaxed rolling direction shear constraints in rolling simulations by set-
ting the corresponding shear tractions to zero. They found that this reduced
the rate of texturing and led to better comparison between the predicted and
experimental textures. The mixed deformation-rate and traction boundary
condition of Honneff and Mecking (1978) is known as relaxed constraints. It
differs from full constraints wherein all components of the deformation-rate
are imposed upon a grain. Relaxed and full constraints are ideally suited when
the granular morphology is pan-cake shaped and equiaxed, respectively. Tomé
et al. (1984) have provided a technique to effect a transition from full to re-
laxed constraints with increasing grain aspect ratio.

A second class of models aimed at better approximating the stress-state in
the grains are the two-site models wherein the unit of the model polycrystal
is a pair of grains instead of a single grain. Such models have been proposed
by Lebensohn et al. (1998a), Lebensohn (1999), Van Houtte et al. (1999),
Garmestani et al. (2001), Lee et al. (2002), and others. In these models, the
macroscopically imposed deformation is accommodated by the deformation
of an assembly of two grains. The interface between the grains itself may or
may not accommodate part of the imposed deformation. Traction continuity
between the grains making up a bicrystal unit is either enforced exactly be-
tween pairs of grains as in the LAMEL model of Van Houtte et al. (1999)
or approximately as in the ALAMEL model of Van Houtte et al. (2002). An
extension of this notion, to assemblies comprised of multiple grains was devel-
oped by Engler et al. (2005), and termed the grain interaction model (GIA).
GIA considers a group of eight grains on which the macroscopic deformation
is imposed. It permits incompatibility between neighboring grains. Excessive
incompatibility is however suppressed by penalizing the overall plastic work
function by the energy stored in a geometrically necessary dislocation field
needed to accommodate the incompatibility (Ashby, 1970).

A third approach using the self-consistent models developed by Kröner (1961),
Hill (1965), Molinari et al. (1987), and Lebensohn and Tomé (1993) treats in-
tergranular interactions in an average sense by requiring each grain to deform
compatibly with a homogeneous effective medium representing the polycrystal.
In this approach the deformation of grains may differ from that of the polcrys-
tal. However, grains need only maintain displacement and traction continuity
with a homogeneous effective medium representing the polcrystal. Therefore,
intergranular interactions in the self-consistent model are enforced in an aver-
age sense with the averaging done over the entire polycrystal. The effect of a
grain’s neighborhood on its deformation are therefore not captured using this
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approach. Self-consistent models embedding two-site models have also been
proposed and studied by Lebensohn (1999), Proust et al. (2007), and others.

A fourth approach to calculate the stress and deformation fields associated
with the macroscopic deformation of a polycrystal is the crystal plasticity
finite element method suggested by Havner (1971), and developed recently by
Kalidindi et al. (1992), Beaudoin et al. (1995), and Logé and Chastel (2006).
These calculations are capable of accounting for details of the microstructure
and intergranular interactions, and avoid assumptions such as the homogeneity
of grain deformation that are needed in other models. These models are ideal
for studies of intragranular deformation processes as in Zhang et al. (2008),
who study necking in an aluminum single crystal, and as in Héripré et al.
(2007), who study the intragranular processes in polycrystalline zirconium and
titanium alumnide, using this approach. However, these detailed models are
prohibitively computationally expensive for embedding within finite elements
in calculations. As pointed out by Van Houtte et al. (2002), however, they are
useful to verify the assumptions of simpler models that may be amenable to
embedding within macroscopic finite-element simulations.

Besides these approaches, a large body of literature exists on phenomenolog-
ical modeling of the yield surface in a manner consistent with a polycrystal
model (Kim et al., 2008, Wang et al., 2008, Van Houtte et al., 2009, and ref-
erences therein). It suffices for our purposes to note that the potential for a
given material developed according to these models will depend on the crystal
plasticity model used for parameter identification.

1.2 A binary-tree based model of a polycrystal

In a foregoing article (Mahesh, 2009, henceforth referred to as I), we had
proposed a model of a polycrystalline aggregate comprised of rate-dependent
grains (Pan and Rice, 1983), wherein we had also introduced a representa-
tion of the aggregate by a binary tree. The polycrystal model introduced in
I was called the hierarchical model. In order to avoid conflict with the more
widespread usage of the term ‘hierarchical’, we will henceforth refer to the
polycrystal model proposed in I as the binary-tree based model. In the binary-
tree based model, the polycrystalline aggregate is regarded as comprised of
two sub-aggregates, separated by a planar interface across which velocity and
traction continuity are enforced. Each of the two sub-aggregates is then subdi-
vided, the sub-aggregates thus formed further subdivided, and so on, until the
smallest sub-divisions contain only single grains. To illustrate, Fig. 1 shows the
steps involved in constructing a binary-tree based model, and its binary tree
representation from a micrograph. In Fig. 1(a), the first division of the poly-
crystalline aggregate into two sub-aggregates is effected by the nearly vertical
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Fig. 1. Construction of a binary tree from a 2D micrograph observed by Manonukul
and Dunne (2004). Solid red lines indicate grain boundaries, and dashed blue lines
indicate interfaces between sub-aggregates assumed in the binary tree model. (a)
The micrograph is divided using the interfaces labeled 1, 2 . . . , 7, in that order, to
produce sub-aggregates of the polycrystalline aggregate. For clarity, the process of
sub-division is shown to completion only in the unhatched part of the micrograph.
(b) A representation of the sub-aggregate in the unhatched part of the micrograph
formed by grains A, B, C, and D as a binary tree. A general procedure for the
recursive generation of a binary tree from a micrograph is given in Mahesh (2009).

interface (dashed line labeled 1). One of the two resulting sub-aggregates, to
the right of the dividing vertical line, is shown cross-hatched. Further division
only of the other sub-aggregate by interface 2 into upper (vertical hatching)
and lower sub-aggregates is shown in Fig. 1a. Although the binary-tree based
polycrystal model is constructed by sub-dividing every sub-aggregate formed,
for clarity of depiction, the process of subdivision is shown to completion only
in a part of the micrograph by introducing interfaces 3, . . . , 7, in that order,
as shown in Fig. 1(a).

The subdivision of the polycrystal into sub-aggregates, which are contained
within each other naturally admits of representation as a binary tree (Cor-
men et al., 1990). The binary tree representation of the entire polycrystalline
aggregate shown in the micrograph of Fig. 1(a) will be very large and is not
shown. However, consider the part of the polycrystal comprised of grains A,
B, C, and D, shown unhatched in Fig. 1(a). The binary tree corresponding to
this aggregate is shown in Fig. 1b. Each node in the binary tree of Fig. 1b
represents a sub-aggregate of the aggregate of grains A, B, C, and D. The
top most node of this binary tree, labeled its root in Fig. 1b, represents the
entire aggregate of grains A, B, C, and D. The lowest nodes of the binary
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tree, labeled leaves, represent the grains themselves. Intermediate nodes of
the binary tree, that are neither the root nor the leaves of the tree, represent
various sub-aggregates. The closer a non-leaf node is to the root, the larger
the number of grains in the aggregate it represents. Non-leaf nodes are identi-
fied by the interface label separating the two sub-aggregates in Fig. 1b. Thus,
node 7 represents a sub-aggregate of grains A and B, node 6 represents a
sub-aggregate of grains A, B, and D, and node 5 represents a sub-aggregate
of grains A, B, D, and C. The two sub-aggregates constituting a larger gran-
ular aggregate in the binary-tree based model are represented in the binary
tree as children of the node representing the larger granular aggregate. Thus,
the granular aggregate representing node 6 is comprised of the sub-aggregates
representing node 7 (grains A and B), and those comprising node D (grain
D only). The nomenclature of nodes, root and leaves used here follows stan-
dard convention (Cormen et al., 1990). In the sequel, references to nodes of
the binary tree and the sub-aggregate represented by them will be used inter-
changeably. Thus, the ‘Cauchy stress in node 7’ refers to the Cauchy stress in
the sub-aggregate of grains represented by node 7, etc.

The binary tree representation of any four grain sub-aggregate is not the same,
but reflects the intergranular interactions determined by the placement of the
grains in the microstructure. As examples, Fig. 2 shows two possible binary
tree representations of aggregates of four grains, with the representation of
Fig. 2b coinciding with that of Fig. 1b. A formal algorithm to determine the
structure of the binary tree for a given polycrystalline aggregate was given in
I.

The velocity gradient and Cauchy stress in each sub-aggregate (represented
by a non-leaf node in the binary tree) is taken as the volume fraction weighted
average of the velocity gradients and Cauchy stresses, respectively, in its con-
stituent grains. Thus, the Cauchy stress in the sub-aggregate represented by
node 7 in Fig. 1 is taken as the volume-fraction weighted average of the Cauchy
stresses in grains A and B, while that in node 6 averages over the stresses in
A, B, and D. Also, the interface between the sub-aggregates represented by
the children of a node in the binary tree is assumed to be planar, and velocity
and traction continuity is enforced between such sub-aggregates. Thus, veloc-
ity and traction are required to be continuous across interfaces 7, 6, and 5
in Fig. 1a. This leads to the following interesting consequence for intergran-
ular interactions. Whereas the deformation of grains A and B will be strictly
compatible (i.e., occur in a manner that preserves traction and velocity con-
tinuity at their common interface, which in this case is a grain boundary),
deformation of A and D is also subject to a weaker form of compatibility. This
is so, because the deformation of grain D is strictly compatible with node 7,
which is nothing but a composite of grains A and B. The velocity and traction
fields of node 7 will therefore be determined by those of grain A in part, so
that compatibility of nodes 7 and D across their common interface 6 results
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Fig. 2. Schematic drawings of two grain placement schemes for a 4 grain microstruc-
ture (first row), and the binary trees corresponding to them (second row). In both
cases, node 1 is the root of the tree, and nodes A, B, C, and D are the leaves of the
tree denoting grains. The compatibility conditions between the nodes of the tree
are however markedly different in case (a) and case (b). The solid and dashed blue
lines mean the same as in Fig. 1.

in a weaker form of compatibility between nodes A and D. Thus, although it
may appear at first sight that only one intergranular interaction of grain A
(with grain B) is considered in the binary-tree based model, grain A interacts
with other grains also, by virtue of it forming a part of larger sub-aggregates
represented by nodes 7, 6, and 5 in the binary tree of Fig. 1b. Carrying this
reasoning further, we see that every grain in the present model interacts with
every other grain through compatibility constraints. But the strength of in-
teraction, as measured by the continuity of their velocity and traction fields,
varies between different pairs of grains. Thus, the smaller the smallest com-
mon sub-aggregate to which two grains belong, the stronger their interaction.
The loosely stated notions above will be made precise in Sec. 2.

The binary-tree based model thus overcomes the fundamental shortcomings
of both the Taylor (1938) model, wherein intergranular traction continuity is
disregarded and the Sachs (1928) model, wherein intergranular velocity conti-
nuity is ignored (Gil Sevillano et al., 1980). It also considers the intergranular
interactions in greater detail than the self-consistent model, which treats only
the interaction of each grain with a homogeneous effective medium repre-
senting the polycrystalline aggregate. The binary-tree based model, however,
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coarse-grains intergranular interactions, so that unlike a crystal plasticity fi-
nite element model (Kalidindi et al., 1992), it is unable to exactly enforce
velocity and traction continuity between a grain and its neighbors across mul-
tiple grain boundaries simultaneously. However, in modeling the intergranular
interactions by coarse graining, the binary-tree based model avoids the huge
computational cost of the crystal plasticity finite element approach. Indeed,
we found in I that the computational effort required to solve the binary-tree
based model and the classical models is of the same order.
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Fig. 3. Binary tree representation of the (a) two-point version of the binary-tree
based model used to compare with Lebensohn et al. (1998a), Lebensohn (1999),
and Van Houtte et al. (1999), and (b) the eight-point versions of the binary-tree
based model used to compare with the GIA model of Engler et al. (2005).

The binary-tree based model also admits of comparison with previously pro-
posed multi-point models following the second approach to polycrystal mod-
eling mentioned in Sec. 1.1. To compare with two-point models, we consider
a version of the binary-tree based model wherein the largest aggregates con-
sidered are comprised of only two grains, A and ,B represented by the binary
tree in Fig. 3a. The polycrystalline response is taken as the average response
of such grain pairs. Although the binary-tree based model is more general
in that it is not limited to the consideration of two-grain aggregates only,
its two-point version coincides with the model of Lebensohn et al. (1998a),
Lebensohn (1999), with the Taylor bicrystal model of Lee et al. (2002), and
with the LAMEL model of Van Houtte et al. (1999, 2005).

To compare with the eight-point GIA model of Engler et al. (2005), we con-
sider one of several possible representations of an eight grain sub-aggregate in
the binary-tree based scheme as shown in Fig. 3b. On the one hand, the GIA
model does not enforce strict compatibility of deformation at grain boundaries.
The work of deformation is taken to include both the plastic work expended
through slip within grains, and the energy stored in the geometrically nec-
essary dislocation walls associated with incompatibilities in the grain bound-
aries. The minimization of this work of deformation restricts the extent of the
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incompatibilities predicted by the GIA model. On other hand, the binary-tree
based model enforces compatibility across the common grain boundary of four
grain pairs: A and B, C and D, etc., and across the common interfaces be-
tween sub-aggregates represented by nodes 1 and 2, 4 and 5, and 3 and 6, for
a total of seven compatibility constraints. Thus, the binary-tree based model
differs from the GIA model in the treatment of velocity continuity between its
constituents. Neither model is contained in the other, as a special case.

A1

A1

A2

A2
B1 B1

B2

B2
C1 C1

C2

C2

D1

D2

E1

E2

F1

F1

F2

F2

1

1

2
2

3
3

4

4

5

5

6
6

7
7

(a) (b)

Fig. 4. (a) Discretization of a grain (union of all regions with subscript 2) and
its neighbors (regions with subscript 1) according to the ALAMEL model of Van
Houtte et al. (2005), and (b) a binary tree representation of a part of its binary-tree
based model. Note that (b) corresponds only to the unhatched portion of (a). The
solid red and dashed blue lines mean the same as in Fig. 1.

The N -point ALAMEL model of Van Houtte et al. (2005) discretizes the
polycrystal into an array of bicrystals, each of which can be treated using
the aforementioned LAMEL model. Each bicrystal is formed by ‘capturing’ a
part of the surrounding grains at each grain boundary. Thus, the ALAMEL
model replaces the emphasis on uniformity of grain deformation in the Taylor
model with an emphasis on compatible deformation across grain boundaries.
The binary-tree based model can be regarded as an extension of the ALAMEL
model. To construct such a extension, however, a grain with N neighbors must
be discretized into N parts, and each part must be regarded as an indepen-
dent grain. Fig. 4a shows this discretization performed on a schematic grain
and its neighborhood. The schematization follows Van Houtte et al. (2005).
A division of the schematic microstructure in Fig. 4a by the introduction of
interfaces follows the procedure used in Fig. 1 above, and results in the bi-
nary tree representation of the binary-tree based model shown in Fig. 4b. The
ALAMEL model restricts itself to consideration of the set of two-point binary
trees, such as those rooted at nodes 1, 2, 3, and 4 in Fig. 4. The binary-tree
based model considers more extensive interactions, thereby justifying our ear-
lier assertion that the binary-tree based model can be regarded as an extension
of the ALAMEL model.
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1.3 Outline of this article

The formulation of the binary tree based model given in Sec. 2 begins with
formal definitions of quantities associated with the binary tree in Sec. 2.1.
After recapitulating the standard kinematics of rigid-plastic rate-independent
grains in Secs. 2.2, and 2.3, we extend these notions to arbitrary nodes of the
binary tree, i.e., to arbitrary sub-aggregates, in Sec. 2.4. Velocity and traction
continuity conditions are then set up in invariant form in Secs. 2.5, and 2.6,
and expressed in component form in Sec. 2.8. After these preliminary steps,
the key result that the boundary value problem can be reduced to a linear
programming problem is given in Sec. 2.9. We then compare the predictions
of the present model with the classical models and the rate-dependent binary-
tree based models in Sec. 3 and show in Sec. 3.3 that the computational effort
of the present model is comparable to that of the classical Taylor model.
The comparability of computation time of the present model and the classical
Taylor model, and its success in overcoming the shortcomings of the classical
Taylor model, make it a model of choice for embedding within macroscopic
finite element simulations of complex deformation processes.

2 Model of a rate-independent polycrystal

2.1 Structure of the polycrystal, and the binary tree representation

The structure of the binary-tree based model described in the present work
is identical to that in I except that the polycrystal is constituted of rate-
independent grains to be described in Sec. 2.2.

Recall from Sec. 1.2 that the binary-tree based model works with sub-aggregates
of a polycrystalline aggregate. Its most natural representation is in terms of a
binary tree. The lowest nodes of the binary tree are called leaves, and physi-
cally represent grains. Higher binary tree nodes represent increasingly larger
sub-aggregates of grains, culminating with the root of the tree that represents
the entire polycrystalline aggregate. Fig. 5 schematically shows an Ng = 256
grain, 2Ng − 1 = 511 node binary tree that represents the polycrystalline
aggregate to be studied in this work. Following standard notation (Cormen
et al., 1990), the children of a node k are the two nodes beneath node k, and
are denoted l(k) and r(k). Physically, since node k denotes a sub-aggregate
of grains, l(k) and r(k) denote smaller sub-aggregates that partition the sub-
aggregate denoted by node k. The parent of a node k, is denoted p(k). Note
that p[l(k)] = p[r(k)] = k and physically p(k) represents the larger sub-
aggregate formed by the union of the sub-aggregates represented by l(k), and

10



. . .

. . .. . .. . .. . .

. . .

. . .. . .

H 1

H 5

H 8

H 9

1 2 4 5 499 500 502 503

31 62 94 125 413 444 476 507

255 510

511

Fig. 5. Balanced binary tree representation of a 2Ng −1 = 2h −1 = 511 node model
of height h = 9 modeling a polycrystal of Ng = 2h−1 = 256 grains. Nodes at the
lowest level of the binary tree (1, 2, . . . , 502, 503), labeled H 1, represent grains. The
root of the binary tree, node 511, represents the entire polycrystalline aggregate.
Intermediate nodes of the binary tree represent sub-aggregates. Unlike in previous
figures, where we designated grains by alphabetical characters, we will use numerals
for all the nodes of the binary tree henceforth.

r(k). Two nodes are called siblings if they share a common parent and the
sibling relationship is denoted by s[l(k)] = r(k) and s[r(k)] = l(k). Velocity
and traction continuity conditions will apply between siblings in the binary
tree representation of the model. The root of the binary tree (the topmost
node without a parent) is denoted by r, and represents the entire polycrys-
talline aggregate. In Fig. 5, r = 511. The set of all descendants of any node k
is denoted D [k] and is defined as

D [k] =







{k}, if l(k) and r(k) do not exist,

{k,D [l(k)],D [r(k)]}, otherwise.
(1)

The above definition has the form of a recurrence, in that it defines D [k] in
terms of the same property of the children of node k, if any. This is a common
feature of many properties associated with binary trees.

The subset of D [k] that are also leaves is denoted L [k]. We also define N [k] =
D [k] −L [k], which consists of the descendants of node k that are not leaves.
Physically, D [k] represents all the sub-aggregates of the binary-tree based
model contained in the sub-aggregate represented by node k, L [k] is the set
of all the grains in the sub-aggregate represented by node k, and N [k] is the
set of all those sub-aggregates that appear in the binary-tree based model that
are subsets of the sub-aggregate represented by node k, but are not grains.
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The ancestors of a node k are defined as

A [k] =







{k}, if p(k) is undefined,

{k,A [p(k)], otherwise,
(2)

and physically represent set of all sub-aggregates in the binary-tree based
model in which the sub-aggregate denoted by node k in the binary tree belongs.
Defining the height h[k] of node k as

h[k] =







1, if k ∈ L [r],

1 + max(h[l(k)], h[r(k)]), otherwise,
(3)

we denote the set of all nodes in the binary tree of height h by H h:

H
h = {n ∈ D [r] : h[n] = h} . (4)

Fig. 5 shows the node sets H h for h = 1, 5, 8, and 9. The top most nodes in
Figs. 3a and 3b belong to H 2, and H 4 of their respective binary trees.

The volume fractions of the grains (leaf nodes) relative to the polycrystalline
aggregate, w[k], k ∈ L [r], such that

∑

k∈L [r]w
[k] = 1, are inputs to the model.

On their basis, each non-leaf node n ∈ N [r] may be assigned a volume fraction
w[n] = w[l(n)] + w[r(n)] =

∑

k∈L [n]w
[k]. Also, we define

ρ[n] = w[l(n)]/(w[l(n)] + w[r(n)]), (5)

to be the volume fraction of the sub-aggregate represented by node l(n) relative
to the sub-aggregate represented by non-leaf node n.

The higher nodes of the binary tree that represent sub-aggregates of grains
are conceptual entities used in our model. However, the leaves of the binary
tree represent the physical entities constituting the polycrystalline aggregate,
viz., the grains. It is to these that we turn next.

2.2 Constitutive behavior of rate-independent grains

Consider a polycrystalline aggregate of Ng rigid-plastic rate-independent ho-
mogeneously deforming grains each of which accommodates an imposed volume-
preserving strain-rate ǫ̇, assumed uniform throughout the grain, by slip on
crystallographic systems s ∈ {1, 2, . . . , S} with slip rates γ̇s. Following the
Taylor-Bishop-Hill (Taylor, 1938, Bishop and Hill, 1951) formulation, this is
expressed as

ǫ̇ =
S
∑

s=1

γ̇sms, (6)
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where, ms denotes the symmetric Schmid tensor of the s-th slip system given
by

ms = (bs ⊗ ns + ns ⊗ bs)/2. (7)

bs and ns are the unit Burgers vector and unit normal vector, respectively,
of slip system s. Following the convention of Chin and Mammel (1969) and
Van Houtte and Aernoudt (1975a,b), we assume that γ̇s ≥ 0, for all s. A slip
system s is said to be active if γ̇s > 0.

Let the deviatoric part of the Cauchy stress, assumed uniform within the
grain, be denoted by σ. Then the resolved shear stress on the s-th slip system
is ts = σ : ms = trace (σms). Schmid’s law (Hosford, 1993) provides a
condition for the activation of slip system s. Denoting the critical resolved
shear stress of slip system s by τs, Schmid’s law holds that

γ̇s















= 0, if ts < τs,

≥ 0, if ts = τs,

undefined, if ts > τs.

(8)

The plastic power of deformation, Ẇ , is

Ẇ =
S
∑

s=1

τsγ̇s =
3
∑

i=1

3
∑

j=1

σij ǫ̇ij . (9)

The second term in Eq. (9) is called the internal power and the third term
is called the external power. Their equivalence was established by Chin and
Mammel (1969).

It may be possible to satisfy Eq. (6) for fixed ǫ̇, and fixed ms, using different
combinations of γ̇s, with γ̇s > 0, for s ∈ S ⊂ {1, 2, . . . , S}, and γ̇s = 0, for
s /∈ S . Taylor’s principle (Hosford, 1993) asserts that the physically realized
set of active slip systems S will be that which minimizes the internal plastic
power subject to the constraints of Eqs. (6) and (8).

We take the evolution with deformation of the critical resolved shear stress,
τs, to follow (Hill, 1966, Kocks et al., 1998)

τ̇s =
dτ(Γ)

dΓ

S
∑

s′=1

Hss′ γ̇s′, (10)

where, H is called the hardening matrix with Hss = 1 for all s ∈ {1, . . . , S},
and Γ =

∑S
s=1 γs denotes the total shear strain accumulated in all the slip

systems of the grain. τ(Γ) in Eq. (10) is taken to follow the extended Voce
law of Tomé et al. (1984),

τ(Γ) = τ0 + (τ1 + θ1Γ) [1 − exp(−Γθ0/τ1)] , (11)
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where τ0, τ1, θ0, and θ1 are taken to be material hardening constants.

In this work, we will apply the binary-tree based model to simulate large defor-
mation of polycrystalline copper. The imposed deformation is assumed to be
accommodated by slip within grains on one of S = 24 possible 〈110〉(111) slip
systems. We count opposite senses of slip directions on the same slip plane as
different systems, consistent with the aforementioned assumption that γ̇s ≥ 0.
The hardening matrix, H, assumed here incorporates the experimental obser-
vation of Franciosi and Zaoui (1982) that latent hardening of slip systems in
copper is anisotropic and depends on the type of interaction between disloca-
tions in the active and latent slip systems. The value of Hss′, s, s

′ ∈ {1, . . . , S}
is chosen depending upon whether the interaction between slip systems s and s′

is of the self hardening (Hss′ = h0), coplanar (Hss′ = h1), colinear (Hss′ = h1),
Hirth locking (Hss′ = h1), glissile junction forming (Hss′ = h2), or Lomer-
Cottrell junction forming (Hss′ = h3) type, with strength increasing in that
order, i.e., 1 = h0 ≤ h1 ≤ h2 ≤ h3. Furthermore, following Pierce et al. (1982)
we taken h3 ≤ 1.4 in copper.

2.3 Kinematics of rigid-plastic rate-independent grains

The kinematics of slipping grains described below is well-established and is
described, for example, in Asaro and Lubarda (2006), and Havner (1992). How-
ever, we summarize the relevant expressions here. The deformation gradient F

of a rigid-plastic grain can be decomposed (Lee, 1969) as F = RlatFp, where
Rlat denotes an orthonormal tensor signifying lattice rotation, and Fp is the
part of the deformation gradient accommodated through slip. The evolution
of the deformation gradient is given by (e.g., Gurtin (1981))

Ḟ = LF , (12)

where L denotes the velocity gradient of the grain. Rice (1971) related the
evolution of Fp to slip through the flow rule

Ḟp = LpFp, (13)

where,

Lp =
S
∑

s=1

γ̇s(R
T
latbs) ⊗ (RT

latns) = R
T
lat

[

S
∑

s=1

γ̇sbs ⊗ ns

]

Rlat. (14)

R
T
latbs and R

T
latns are the slip direction, and slip plane normal, respectively,

of the s-th slip system in the reference configuration corresponding to F =
Fp = I. The term within square brackets in the last step of Eq. (14) is based
on the orientation of the slip systems in the current (lattice rotated) configu-
ration, and will occur more frequently in what follows. It is called the slip-rate
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tensor (Fleck et al., 2003), and will denoted

Lss =
S
∑

s=1

γ̇sbs ⊗ ns. (15)

It is clear that Lp = R
T
latLssRlat. The symmetric part of the slip rate, Lss, is

the strain-rate of the grain, ǫ̇ = (Lss + L
T
ss)/2, according to Eq. (6).

The lattice rotation tensor Rlat of a grain evolves as

Ṙlat = WlatRlat, (16)

where, Wlat is skew-symmetric and is called the lattice spin tensor. The ve-
locity gradient of the grain is comprised of contributions from slip rate, and
lattice spin as

L = Lss + Wlat. (17)

Taken together with Eqs. (12), (13), and (16), Eq. (17) implies (Pierce et al.,
1983)

L = ḞF
−1 = RlatḞpF

−1
p R

T
lat + ṘlatR

T
lat. (18)

2.4 Kinematics of sub-aggregates in the binary-tree based model

We now extend the definitions of the kinematic quantities of grains in Sec. 2.3
to sub-aggregates. We take the velocity gradient of a sub-aggregate to be a
volume fraction weighted average of the grains comprising it. That is, for the
sub-aggregate represented by a node n ∈ N [r] in the binary tree,

L
[n] =

∑

k∈L [n]

w[k]

w[n]
L

[k]

= ρ[n]
L

[l(n)] + (1 − ρ[n])L[r(n)].

(19)

In view of the first step of Eq. (19), and Eq. (17), we may express L
[n] as

L
[n] =

∑

k∈L [n]

w[k]

w[n]
(L[k]

ss + W
[k]
lat ). (20)

Note that since leaf nodes k ∈ L [n] in the binary tree represent grains,

L
[k]
ss , and W

[k]
lat in Eq. (20) are well-defined. Node n ∈ N [r] represents a sub-

aggregate in the binary-tree based model, and as such, references to its lattice,
slip directions, or slip plane normals are not meaningful. However, Eq. (20)
suggests a formal definition of the slip rate and lattice spin for higher nodes
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of the binary tree (representing sub-aggregates) that will prove valuable, viz.,

L
[n]
ss =

∑

k∈L [n]

w[k]

w[n]
L

[k]
ss ,

= ρ[n]
L

[l(n)]
ss + (1 − ρ[n])L[r(n)]

ss ,

(21)

and

W
[n]
lat =

∑

k∈L [n]

w[k]

w[n]
W

[k]
lat ,

= ρ[n]
W

[l(n)]
lat + (1 − ρ[n])W

[r(n)]
lat ,

(22)

for n ∈ N [r]. In view of the definitions in Eqs. (21) and (22), we may rewrite
Eq. (20) as

L
[n] = L

[n]
ss + W

[n]
lat . (23)

For nodes n ∈ N [r] in the binary tree that represent sub-aggregates of grains,

the tensors L
[n]
ss , and W

[n]
lat are not derived from physical considerations of slip

in the lattice. To emphasize this aspect, we will give quoted names to these
quantities: ‘slip-rate’ for L

[n]
ss and ‘lattice spin’ for W

[n]
lat . The ‘strain-rate’ in

node n ∈ N [r] in the binary tree representation is then expressible as

ǫ̇
[n] = (L[n]

ss + L
[n],T
ss )/2

= ρ[k]
ǫ̇

[l(n)] + (1 − ρ[k])ǫ̇[r(n)],

=
∑

k∈L [n]

w[k]

w[n]
ǫ̇

[k].

(24)

L
[n] determines the evolution of the deformation gradient F

[k] of the sub-
aggregate represented by node n following

Ḟ
[k] = L

[k]
F

[k], (25)

analogous to Eq. (12), and Ẇ
[n]
lat likewise determines the evolution of the ‘lat-

tice rotation’ of the sub-aggregate n:

Ṙ
[n]
lat = Ẇ

[n]
lat R

[n]
lat, (26)

analogous to Eq. (16). Finally, we specify that the plastic part of the defor-
mation gradient of a sub-aggregate n ∈ N [r], Ḟ

[n]
p evolves as Ḟ

[n]
p = L

[n]
p F

[n]
p ,

where L
[n]
p = R

[n],T
lat L

[n]
ss R

[n]
lat.

We have thus extended the definitions of all the kinematic variables defined for
grains in the polycrystalline aggregate in Sec. 2.3 to arbitrary sub-aggregates,
leaving the aforementioned kinematic variables well defined for every sub-
aggregate in the binary-tree based model.
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2.5 Velocity continuity

We will presently express a condition for velocity continuity between sub-
aggregates represented by sibling nodes in the binary tree in terms of the
kinematic quantities defined above. Let ν

[n] denote the normal to the interface
between the sub-aggregates represented by the children l(n) and r(n) of a node
n ∈ N [r] in the binary tree. Hill (1961) has shown that the following condition
is necessary for velocity continuity across the interface:

JL[n]K := L
[r(n)] − L

[l(n)] = λ
[n] ⊗ ν

[n], (27)

for some vector λ
[n]. := in Eq. (27), and elsewhere, indicates a definition (of

JL[n]K in this case). Equating the symmetric parts of both sides of Eq. (27),
we obtain

Jǫ̇[n]K := ǫ̇
[r(n)] − ǫ̇

[l(n)] = (λ[n] ⊗ ν
[n] + ν

[n] ⊗ λ
[n])/2, (28)

as a necessary condition for velocity continuity across the interface with normal
ν

[n]. It can be shown that (Mahesh, 2006)

λ
[n] = 2Jǫ̇[n]Kν [n] − (Jǫ̇[n]Kν [n] · ν [n])ν [n], (29)

whence it follows that λ
[n] · ν [n] = Jǫ̇[n]Kν [n] · ν [n] = 0, since Jǫ̇[n]K is traceless.

Using Eq. (19), Eq. (27) may be rewritten in terms of slip rates and lattice
spins as

(L[r(n)]
ss + W

[r(n)]
lat ) − (L[l(n)]

ss + W
[l(n)]
lat ) = λ

[n] ⊗ ν
[n]. (30)

Additionally, imposing the average velocity gradient condition stated in the
second step of Eq. (19), we have

ρ[n](L[l(n)]
ss + W

[l(n)]
lat ) + (1 − ρ[n])(L[r(n)]

ss + W
[r(n)]
lat ) = L

[n]. (31)

Eqs. (30), and (31) may be solved to obtain

W
[l(n)]
lat = skew

{

(L[n] − L
[n]
ss ) − (1 − ρ[n])(λ[n] ⊗ ν

[n] − JL[n]K)
}

, and

W
[r(n)]
lat = skew

{

(L[n] − L
[n]
ss ) + ρ[n](λ[n] ⊗ ν

[n] − JL[n]K)
}

,
(32)

for the ‘lattice spins’ in the left and right child of node n. Eqs. (28) and (32)
thus express the velocity continuity conditions across the interface between
children of node n in the binary-tree based model.

2.6 Traction continuity

Following Bishop and Hill (1951), Hill (1967), and Havner (1971), we take the
deviatoric part of the Cauchy stress of a sub-aggregate represented by node
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n ∈ N [r] in the binary tree as a volume average over its constituent grains

σ
[n] =

∑

k∈L [n]

w[k]

w[n]
σ

[k],

= ρ[n]
σ

[l(n)] + (1 − ρ[n])σ[r(n)].

(33)

Traction continuity across an interface with normal ν
[n] requires

(σ[r(n)] − σ
[l(n)])ν [n] = 0. (34)

2.7 Boundary conditions

The full constraints (Kocks et al., 1998) form of the boundary condition im-
posed on the root node r of the binary tree representation of the model is

L
[r] = L

imp, (35)

where L
imp is a prescribed traceless tensor. Using Eqs. (23) and (24), we see

that Eq. (35) implies
ǫ̇

[r] = ǫ̇
imp, (36)

where ǫ̇
imp = (Limp + L

imp,T )/2. Imposition of the skew part of L
[r] will be

considered in Sec. 2.10. Relaxed constraints boundary conditions (Honneff and
Mecking, 1978) entail leaving some of the components of ǫ̇

imp unspecified.

2.8 Continuity and boundary conditions expressed in component form

We now express the strain-rate compatibility condition, Eq. (28), traction
continuity condition, Eq. (34), and boundary condition, Eq. (36) in component
form. We denote matrices by an underlined symbol, e.g., T , and the matrix
representation of a tensor T in a coordinate system (xyz) by [T ](xyz) in the
following.

It will be convenient to express the velocity and traction continuity conditions
in the Leibfried-Breuer notation (Lebensohn et al., 1998b) given relative to
five symmetric traceless basis matrices {bλ : λ ∈ {1, . . . , 5}} that obey the
orthonormality condition bλ : bµ = δλµ, and that span the space of traceless
symmetric matrices. The λ-th component of the Leibfried-Breuer vector rep-
resentation of a traceless symmetric 3 × 3 matrix T is Tλ = T : bλ, and the
components are given by

(T1, . . . , T5) =

(

T22 − T11√
2

,
2T33 − T11 − T22√

6
,
√

2T23,
√

2T13,
√

2T12

)

. (37)
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Let (xyz)1 and (xyz)2 be two orthonormal coordinate systems rotated relative
to each other. Let the matrix representation of a tensor T in (xyz)1 and
(xyz)2 be related through [T ](xyz)1 = RT [T ](xyz)2R, where R is an orthonormal
matrix. Then, it can be shown that there exists an orthonormal 5 × 5 matrix
α, whose components are given by

αλµ = RT bµR : bλ, (38)

such that [Tλ](xyz)1 =
∑5

µ=1 αλµ[Tµ](xyz)2 . α is thus a rotation matrix that
effects basis rotations in the space of Leibfried-Breuer vectors.

Let XY Z be a sample fixed Cartesian reference frame. Associated with each
interface n ∈ N [r] in the binary tree representation of the polycrystal, we
define an interfacial reference frame (xyz)[n] such that y[n] coincides with the
normal ν

[n]. In the (xyz)[n] coordinate system fixed to the interface, the com-
patibility condition, Eq. (28), is

ǫ̇
l(n)
11 = ǫ̇

r(n)
11 ,

ǫ̇
l(n)
33 = ǫ̇

r(n)
33 ,

ǫ̇
l(n)
13 = ǫ̇

r(n)
13 ,

(39)

and the traction continuity condition of Eq. (34) becomes

σ
l(n)
12 = σ

r(n)
12 ,

σ
l(n)
23 = σ

r(n)
23 .

(40)

In Leibfried-Breuer notation, Eqs. (39) and (40) expressing compatibility in
the (xyz)[n] coordinate system can be written as

ǫ̇
l(n)
1 = ǫ̇

r(n)
1 ,

ǫ̇
l(n)
2 = ǫ̇

r(n)
2 ,

σ
l(n)
3 = σ

r(n)
3 ,

ǫ̇
l(n)
4 = ǫ̇

r(n)
4 , and

σ
l(n)
5 = σ

r(n)
5 ,

(41)

which are the same as the continuity conditions assumed by Lebensohn et al.
(1998a) in a twinning grain. Suppose R represents a rotation between the
XY Z and (xyz)[n] coordinate systems so that [T ](xyz)[n] = RT [T ]XY ZR, for

any tensor T . Basis rotation using the 5 × 5 rotation matrix α[n], given by
Eq. (38), transforms Eqs. (41) into the sample XY Z coordinate system as

5
∑

q=1

S [n]
pq (ǫ̇[r(n)]

q − ǫ̇[l(n)]
q ) = 0, (42)
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where,

S [n] =















1 0 0 0 0

0 1 0 0 0

0 0 0 1 0















α[n], (43)

and,
5
∑

q=1

T [n]
pq (σ[r(n)]

q − σ[l(n)]
q ) = 0, (44)

where,

T [n] =







0 0 1 0 0

0 0 0 0 1





α[n]. (45)

Eqs. (42) and (44) are a restatement, in matrix form, of Eqs. (28) and (34),
respectively.

Following the same reasoning that led to Eq. (42), the boundary condition
given by Eq. (36) with some of constraints relaxed can be written in the form

5
∑

q=1

Spq ǫ̇
[r]
q = Up, (46)

where, U is a vector whose components are determined only by those Leibfried-
Breuer components of ǫ̇

imp that are not relaxed. Mahesh (2009) has discussed
the expression of several common types of boundary conditions in the form of
Eq. (46).

2.8.1 Other types of continuity across interfaces

To make contact with some of the existing models of polycrystal plasticity it
will prove advantageous to consider a class of velocity and traction continuity
constraints between sibling nodes that includes Eqs. (42–45) as a special case.
To this end, we assume that a set P [n] ⊂ {1, 2, 3, 4, 5} is specified at each node
n ∈ N [r]. P [n] determines the continuity conditions between the children of
node n according to

ǫ̇l(n)
p = ǫ̇r(n)

p , if p ∈ P
[n], and

σl(n)
p = σr(n)

p , if p /∈ P
[n],

(47)

in the (xyz)[n] coordinate system.

Evidently, if P [n] = {1, 2, 4}, we retrieve the continuity conditions given by
Eqs. (42–45). Restricting attention to binary trees of the form shown in Fig. 3a,
we find this model is the same as that of Lebensohn et al. (1998a), Lebensohn
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(1999), Van Houtte et al. (1999), and the Taylor bicrystal model of Lee et al.
(2002). Further, the case of the Taylor model obtains if P [n] = {1, 2, 3, 4, 5}
for all n ∈ N [r]. If, on the other hand, P [n] = ∅, and we restrict attention to
binary trees of the form shown in Fig. 3a, we get the Sachs bicrystal model of
Lee et al. (2002). Likewise, if P [n] = ∅, and we restrict attention to the binary
trees of the form shown in Fig. 3b, we get a version of the GIA model of En-
gler et al. (2005), with no energy associated with the geometrically necessary
dislocation needed to accommodate intergranular incompatibility.

It is clear that by making different choices for P [n], n ∈ N [r], a vast family
of different models of the polycrystalline aggregate can be constructed.

2.9 Problem statement, and reduction to a linear program

The problem under consideration in this section is as follows: Given a binary-
tree based model (developed perhaps from a micrograph as shown in Sec. 1),
and given a macroscopic strain-rate ǫ̇

[r] imposed on its root node r, determine
the slip rates

{

γ̇[k]
s ≥ 0 : s ∈ {1, 2, . . . S}; k ∈ L [r]

}

in each grain such that (i) strain-rate compatibility prescribed by Eq. (28)
between sibling nodes holds, (ii) traction continuity given by Eq. (34) is main-
tained between all sibling nodes in the binary tree, and (iii) γ̇[k]

s in each grain
k is such that the constraint of Eq. (8), and the minimization of plastic power
in each grain given by Eq. (9) are satisfied.

The central result proved in this section is that the optimum set of slip rates
will be one that minimizes the plastic power of the entire polycrystal,

Ẇ (γ̇) =
∑

k∈L [r]

w[k]

w[r]

S
∑

s=1

τ [k]
s γ̇[k]

s , (48)

obtained as the volume fraction weighted sum of the plastic power of indi-
vidual grains, subject only to the constraint (i), and not explicitly to (ii) and
(iii). Furthermore, the minimization can be expressed as a linear program-
ming problem, which is amenable to numerical solution by standard tech-
niques (Dantzig, 1963). Recall from Sec. 2.2 that γ̇[k]

s ≥ 0, and τ [k]
s > 0.

Consider minimizing the plastic power of a polycrystal, given by Eq. (48),
subject to the constraints

fp(γ̇) = 0, for p ∈ P and,

g[n]
p (γ̇) = 0, for n ∈ N [r], p ∈ P

[n].
(49)
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Here, fp(γ̇) = 0 sets the imposed deformation upon the root node r of the bi-
nary tree (representing the entire polycrystalline aggregate) given by Eq. (46),
and g[n]

p (γ̇) = 0 sets velocity continuity given by Eq. (42) between the children
of node n in the binary tree, which represent two sub-aggregates.

Using Eq. (46) we write

fp(γ̇) = Up −
5
∑

q=1

Spqǫ̇
[r]
q

= Up −
∑

k∈L [r]

w[k]

w[r]

S
∑

s=1

5
∑

q=1

Spqm
[k]
qs γ̇

[k]
s ,

(50)

and using Eq. (42) we express g[n]
p (γ̇) as

g[n]
p (γ̇) =

5
∑

q=1

S [n]
pq (ǫ̇[r(n)]

q − ǫ̇[l(n)]
q )

=
5
∑

q=1

S [n]
pq







∑

k∈L [r(n)]

w[k]

w[r(n)]

S
∑

s=1

m[k]
qs γ̇

[k]
s −

∑

k∈L [l(n)]

w[k]

w[l(n)]

S
∑

s=1

m[k]
qs γ̇

[k]
s







.

(51)

The second step in Eqs. (50) and (51) follows from substituting for strain-rates
using Eqs. (24) and (6) in the corresponding first steps. Note that neither (i)
the traction continuity conditions nor (ii) the constitutive constraints imposed
on the grain by Eq. (8) have been invoked in the constrained-minimization
problem stated above. In fact, stresses do not figure in the statement of the
stated constrained-minimization problem, and are a part of its solution, as we
now show.

The Lagrangian of this constrained-minimization problem is

F (γ̇, λ, µ) = Ẇ (γ̇) +
∑

p∈P

λpfp(γ̇) +
∑

n∈N [r]

∑

p∈P[n]

µ[n]
p g[n]

p (γ̇), (52)

where λp and µ[n]
p are the Lagrange multipliers of the constraints in Eq. (49).

Following the notation of Chin and Mammel (1969), γ̇ denotes an array com-
prising of all the slip rates, and λ and µ denote arrays comprising of the
Lagrange multipliers in the model. The linearity of the objective and con-
straint functions in γ̇ allows the application of the Karush-Kuhn-Tucker con-
ditions (Rockafellar, 1970) that identifies the saddle point of F (γ̇, λ, µ) by the
condition:

∂F

∂γ̇
[k]
s







= 0, if γ̇[k]
s > 0 and,

≥ 0, if γ̇[k]
s = 0,

(53)

for k ∈ L [r]. Substituting the Lagrangian, Eq. (52) into Eq. (53) and simpli-
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fying, we obtain

τ [k]
s =

5
∑

q=1

ς [k]
q m[k]

qs , (54)

provided γ̇[k]
s > 0, where,

ς [k]
q =

∑

p∈P

λpSpq +
∑

n∈N [r]

∑

p∈P[n]

µ[n]
p S [n]

pq

[

1[k∈D[r(n)]]

w[r(n)]
− 1[k∈D[l(n)]]

w[l(n)]

]

. (55)

for q ∈ {1, . . . , 5}. 1[A], the indicator of A, equals 1 if A is satisfied, and 0 if
not. Comparing Eqs. (54) and (8) we realize that we must have ς [k]

q = σ[k]
q , so

that,

σ[k]
q =

∑

p∈P

λpSpq +
∑

n∈A [k]

∑

p∈P[n]

µ[n]
p S [n]

pq

[

1[k∈D[r(n)]]

w[r(n)]
− 1[k∈D[l(n)]]

w[l(n)]

]

, (56)

where we have replaced N [r] by A [k] (defined in Sec. 2.1) since the contri-
bution of the nodes comprising N [r]−A [k] to the sum in the second term of
the right side of Eq. (56) is zero. Eq. (56) is an expression for the grain level
deviatoric part of the Cauchy stress components expressed in Leibfried-Breuer
notation. Using Eq. (56), and Eq. (33), we can find the stress in an arbitrary
node of the binary tree by proceeding sequentially up the tree, from leaves
to root. For instance, the deviatoric Cauchy stress components in the parent
node k = p(k1) = p(k2) of two leaf nodes k1 ∈ L [r], and k2 ∈ L [r] is obtained
using Eq. (33) as

σ[k]
q =

w[k1]

w[k1] + w[k2]
σ[k1]

q +
w[k2]

w[k1] + w[k2]
σ[k1]

q ,

=
∑

p∈P

λpSpq +
∑

n∈A [k]

∑

p∈P[n]

µ[n]
p S [n]

pq

[

1[k∈D[r(n)]]

w[r(n)]
− 1[k∈D[l(n)]]

w[l(n)]

]

.
(57)

The form of the Leibfried-Breuer components of the deviatoric Cauchy stress
given in the second step of Eq. (57) for a non-leaf parent node, which represents
a sub-aggregate of two grains, is thus identical to that given in Eq. (56) for
grains. Continuing this argument inductively shows that Eq. (57) is valid for
any node k ∈ D [r] in the binary tree representing a sub-aggregate in the
binary-tree based model.

It was remarked that the statement of the constrained-minimization problem
involved no explicit constraints requiring traction continuity between sub-
aggregates represented by siblings in the binary tree. It remains to show that
these continuity conditions are indeed satisfied by the solution for the devi-
atoric part of the Cauchy stress in Eq. (57). To this end, consider the case
that the XY Z and (xyz)[n] coordinate systems, defined in Sec. 2.8, coincide
for some n ∈ N [r]. Then, the compatibility constraints g[n]

p (γ̇) = 0 in Eq. (49)

reduce to ǫ̇[l(n)]
p = ǫ̇[r(n)]

p , for p ∈ P [n]. More remarkably, for p /∈ P [n], Eq. (57)
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implies that

σ[l(n)]
q = σ[r(n)]

q = σ[n]
q =

∑

p∈P

λpSpq+
∑

m∈A [n]

∑

p∈P[m]

µ[m]
p S [m]

pq

[

1[n∈D[r(m)]]

w[r(m)]
− 1[n∈D[l(m)]]

w[l(m)]

]

.

(58)
Thus, we have the key property that the solution of the linear programming
problem automatically satisfies traction continuity given by Eq. (44). This re-
sult may be considered an extension to the binary-tree based polycrystal of
Taylor’s principle (Hosford, 1993, Kocks et al., 1998) originally stated for a
grain (see Sec. 2.2): Of all possible γ̇ capable of accommodating the deforma-
tion imposed on a binary-tree based polycrystal, the physically realized set
of grain slips will be that which minimizes the internal plastic power Ẇ (γ̇)
(Eq. (48)) of the polycrystal subject to the constraints of Eq. (49).

If these considerations are applied to the two grain binary-tree based model
shown in Fig. 3a, we find that the shear traction components on the grain
boundary between the grains A and B must be continuous. This result was
first shown by Van Houtte et al. (1999) for their LAMEL model.

The constraints of Eq. (49b) become void if P [n] = ∅ for all n ∈ N [r]. In this
case, the binary-tree based polycrystal predicts a uniform Cauchy stress in
all the grains, and is equivalent to the Sachs polycrystal. On the other hand,
if P [n] = {1, 2, 3, 4, 5}, the constraints of Eq. (49) fully determine γ̇, and we
have the Taylor model. It is well known (Kocks et al., 1998) that the Sachs and
Taylor models predict the lower and upper bounds of the plastic power Ẇ (γ̇),
respectively. This gives us an interpretation of the binary-tree based model as
a means to span the gamut of polycrystal responses from lower bound Sachs
to upper bound Taylor, depending on the selection of P [n], n ∈ N [r].

Eqs. (48) and (49) constitute a linear programming problem that can be solved
using standard methods (Dantzig, 1963). Eq. (57) provides an expression for
the deviatoric part of the Cauchy stress in the nodes of the binary tree in
terms of the Lagrange multipliers enforcing the constraints.

The linear program given by Eqs. (48) and (49) may admit multiple solutions.
To each solution variable in a linear program, corresponds a so-called reduced
cost (Dantzig, 1963). Non-uniqueness of the solution is indicated when zero
reduced cost values are associated with zero valued solution variables.

In solving for the slip-rates in a single grain, Van Houtte and Aernoudt
(1975a,b) took the mean of all the extreme solutions of the linear program-
ming problem. Based on comparisons with experimental observations, Fuh
and Havner (1989) proposed the minimum plastic spin criterion, which as-
serts that subject to all the constraints and critical slip-system inequalities,
slip rates are selected so as to minimize the relative spin between material and
lattice. While the procedure of Van Houtte and Aernoudt (1975a,b) has no

24



physical justification, the criterion of Fuh and Havner (1989) does not readily
extend to aggregates of grains, as required in the binary tree based model.
Therefore, in the following, when the linear program of Eqs. (48) and (49) has
multiple solutions, we select one of the possible solutions at random.

Once the set of all
{

γ̇[k]
s : s ∈ {1, 2, . . . S}; k ∈ L [r]

}

are determined, kine-

matic quantities such as L
[k]
ss , for all grains k ∈ L [r], using Eq. (15), and L

[n]
ss ,

for all sub-aggregates n ∈ N [r], using Eq. (21), can be found.

2.10 Lattice rotations

The ‘lattice spin’ W
[r]
lat of the root node of the binary tree, which represents

the entire polycrystalline aggregate, must be set so as to satisfy the boundary
condition given by Eq. (35). According to Eq. (23) with n = r, this implies

L
[r] = L

[r]
ss + W

[r]
lat = L

imp, so that

W
[r]
lat = skew(Limp − L

[r]
ss ). (59)

With the ‘lattice spin’ W
[r]
lat of the polycrystalline aggregate represented by

the root node r thus determined, the lattice spins W
l(r)
lat , and W

r(r)
lat of the

sub-aggregates represented by the nodes l(r), and r(r) of the binary tree can
be calculated using Eq. (32). Continuing this procedure one can calculate the
‘lattice spin’ of all sub-aggregates, including that of the grains. The lattice
spins of grains can then be used to update their lattice orientations following
standard procedures (Kocks et al., 1998).

We reiterate a point made in Sec. 2.4 that non-leaf nodes n ∈ N [r] represent
sub-aggregates in the binary-tree based model, and references to their lattice
spins are not physically meaningful. However, as shown presently, this defini-
tion results in a consistent formula for the physically meaningful lattice spin
of grains.

2.11 Evolution equations and time integration

Following an extension of the notions implicit in Van Houtte and Aernoudt
(1975b), we may express the state of the binary-tree based polycrystal by
{γ,R, τ}. Here, γ = {γ[k]

s ≥ 0 : s ∈ {1, 2, . . . S}; k ∈ L [r]} denotes the

set of accumulated slips in each grain of the polycrystal, R = {R[k]
lat : k ∈

L [r]} denotes the lattice orientations of each grain in the polycrystal, and
τ = {τ [k]

s ≥ 0 : s ∈ {1, 2, . . . S}; k ∈ L [r]} denotes the set of critical resolved
shear stresses of each slip system of each grain of the polycrystal. The foregoing
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sections have constructed a set of evolution equations for the state that can
be expressed as
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



. (60)

Sec. 2.9 connects γ̇ = f1(θ, τ); Eqs. (16) and (32) relate Ṙ = g2(R, γ̇) =
g2(R, f1(R, τ)) = f2(R, τ); and Eqs. (10) and (11) relate τ̇ = g3(γ, γ̇) =
g3(γ, f1(θ, τ )) = f3(γ, θ, τ). f , f1, f2, f3, g2, and g3 are functions whose explicit
or implicit forms have been defined in the preceding sections.

As given by Eq. (60), the evolution equations are amenable to numerical inte-
gration in time to follow the evolving state of the binary-tree based polycrystal.

3 Results and discussion

We will now study the predictions and computational time performance of the
present model applied to polycrystalline copper. In this study, we treat the
various rate-dependent binary-tree based models studied in I as benchmarks.
We recall that in the rate-dependent model, the relationship between the slip-
rate in slip system s in grain k ∈ L [r] and the deviatoric part of the Cauchy
stress σ

[k] therein is (Hutchinson, 1976, Asaro and Needleman, 1985)

γ̇[k]
s = |σ[k] : ms/τs|n sign

(

σ
[k] : ms

)

, (61)

where ms was defined in Sec. 2.2, and n is the reciprocal rate-sensitivity. The
rate-independent limit corresponds to n→ ∞.

To aid comparison with I, the starting random texture of Ng = 256 grains used
in the present study is the same as that in I. The structure of the balanced
binary tree formed by the Ng = 256 grains and 2Ng −1 = 511 nodes, is shown
schematically in Fig. 5, and is identical to that in I. As in I, we also study the
effect of imposed deformation at nodes of different heights in the binary tree.
Specifically, we will study deformations imposed upon the elements of node
sets H 1, H 5, and H 9 (Eqs. (4) and (46), and Fig. 5). We will refer to the
models with deformation imposed upon H 5 or H 9 as true binary-tree based

models. When deformation is imposed upon H 1, the binary-tree based model
reduces to the classical Taylor model.

Grains harden in the present simulations following the extended Voce harden-
ing law of Tomé et al. (1984) stated in Sec. 2.2. The Voce hardening parameters
are listed in Table 1 for the rate-independent model. The latent hardening co-
efficients h1, h2, and h3 are fit to approximately match the predicted textures
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Table 1
Voce parameters (in MPa) used in fitting Tomé et al. (1984)’s experimental stress
strain curves using the rate-independent binary-tree based model. The hardening
constants are h0 = 1.0, h1 = 1.0, h2 = 1.2, and h3 = 1.2.

Loading τ0 θ0 τ1 θ1

Tension 15 210 110 6

Compression 15 210 110 2

Torsion 15 250 100 3

with the experimental textures of Hirsch and Lucke (1988a) after rolling de-
formation, and the hardening parameters τ0, θ0, τ1, and θ1 are fit to match
the experimental stress-strain curves in tension, compression, and torsion re-
ported by Tomé et al. (1984) using the H 9 model. The same parameters are
then used in the simulations with loading imposed on H 5, and H 1.

As stated in Sec. 2.2, the present study assumes rigid-plastic grain response.
This assumption has been found to result in almost the same predictions as
that of elasto-plastic grain response, when applied to simulate deformation
processes to strains well beyond the elastic limit (Saran, 1991). Since the
simulations studies reported below go up to von Mises strains of 1, which lies
well outside the elastic limit, the neglect of elasticity is expected to have no
significant effect on the predictions.

3.1 Stress-strain response in tension, compression and torsion

The binary-tree based model is subjected to tension and compression along
the Z direction by imposing on the root node r, velocity gradient given by

[L[r]]XY Z =















· · 0

· · 0

0 0 ±1















, (62)

where constraints on L
[r]
ij (i, j ∈ {1, 2}) are left unspecified, i.e., relaxed. L

[r]
33 =

1 corresponds to tension, and L
[r]
33 = −1 to compression. Torsion is imposed

by setting

[L[r]]XY Z =















0 0 1

0 0 0

0 0 0















, (63)

with no constraints relaxed.
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Fig. 6. Macroscopic stress-strain response of polycrystalline copper predicted by
present model in tension (a), compression (b), and torsion (c). The experimental
data of Tomé et al. (1984) are indicated by dots. H 1 is the same as the Taylor
model.

The first row of Fig. 6 compares the calculated stress-strain curves obtained
from the present model for tensile (Fig. 6a1), compressive (Fig. 6b1), and
torsional (Fig. 6c1) deformation imposed on H 1, H 5, and H 9 with the ex-
perimental data of Tomé et al. (1984). It is seen that both the true binary-tree
based models, H 5, and H 9, predict similar macroscopic response. The Tay-
lor model (H 1) however predicts a significantly harder response than the true
binary-tree based models.

The initial orientations of the interfacial normals {ν [n]: n ∈ N [r]} between
sub-aggregates were kept the same in calculating all the stress-strain curves of
the first row of Fig. 6. These initial orientations were realized from a uniform
distribution over the unit sphere. The second row of Fig. 6 considers the effect
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ED CD AD

RDRD

TDTD

a) Tension b) Compression c) Torsion

d) FC rolling e) RC rolling

Fig. 7. Orientations of the normal vectors of the grain-boundaries between sibling
grains in the binary-tree based model (interfaces between the leaves of the binary
tree), after tension (a), compression (b), torsion (c), FC rolling (d), and RC rolling
(e) deformation imposed on H 9. ED is the extension direction, CD the compression
direction, AD the axial direction, RD the rolling direction, and TD the transverse
direction.

of varying the initial orientations. Curves labeled ‘random 1’, ‘random 2’, and
‘random 3’ correspond to different realizations of {ν [n] : n ∈ N [r]} drawn
from a uniform distribution over the unit sphere. Additionally, cases assum-
ing that the interfaces for all n ∈ N [r] are oriented according to ν

[n] ‖ Z
and ν

[n] ‖ Y are also considered. It is seen that all three statistically equiva-
lent initial interfacial orientations considered produce comparable macroscopic
stress-strain curves, with the greatest deviations occurring in full-constraints
torsion. The tensile stress-strain curve corresponding to ν

[n] ‖ Z in Fig. 6a2

deviates the most from the other curves plotted for tension in the same figure,
whereas the response in compression shown in Fig. 6b2 is insensitive to the
initial distribution of interfacial normals.

The orientation of the interfacial normals ν
[n] between sub-aggregates evolves

with deformation. Fig. 7 shows the calculated ν
[n] between leaf nodes in the

binary tree. Physically, these orientations correspond to the grain-boundary
normal between two grains. It is clear that after tension the ν

[n] cluster normal
to the extension direction; after compression they cluster along the compres-
sion direction; and after torsion they cluster between the torsional axis and
the torsional direction. These predictions agree with the experimental obser-
vations of Tomé et al. (1984).
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Fig. 8. Evolution with tensile and compressive deformation of the average critical
resolved shear stress 〈τ〉 defined in Eq. (64).

Table 2
〈Nact〉 averaged over the entire deformation for different loading types imposed upon
the node sets H 9, H 5, and H 1.

H 9 H 5 H 1

Tension 2.87 2.86 2.91

Compression 2.87 2.86 2.85

Torsion 2.82 2.96 4.32

FC Rolling 2.84 2.96 4.33

RC Rolling 2.84 2.83 2.62

Fig. 8 plots the evolution of 〈τ〉, the critical resolved shear stress averaged
over all grains, defined as

〈τ〉 =
∑

k∈L [r]

w[k]

w[r]

1

S

S
∑

s=1

τ [k]
s . (64)

We may regard the evolution of 〈τ〉 as the hardening of the average slip system
in the average grain. It is seen in Fig. 8 that the average slip-system hardens
more in the Taylor model than in the true binary-tree based models for all
three loading conditions considered. However, the enhanced hardening in the
Taylor simulations compared to that in the true binary-tree based simulations
is much more pronounced in compression than in tension or torsion.

An important measure of deformation partitioning among grains is the average
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number of active slip systems, 〈Nact〉, defined as

〈Nact〉 =
∑

k∈L [r]

w[k]

w[r]

S
∑

s=1

1
[γ̇

[k]
s >0]

. (65)

〈Nact〉 may be regarded as the number of slip systems having non-zero slip-
rate in the average grain. In calculations assuming a true binary-tree based
model, 〈Nact〉 remains approximately constant over the deformation history for
all deformation modes considered: tension, compression, and torsion. Further,
the average 〈Nact〉 over the deformation history varies over a relatively narrow
range of 2.82 ≤ 〈Nact〉 ≤ 2.96.

Interestingly, the average 〈Nact〉 assuming the Taylor model (H 1 loading)
of tension and compression, with constraints relaxed according to Eq. (62),
is comparable to that of the true binary-tree based model in tension and
compression. Full constraints simulation of torsion according to Eq. (63) using
the Taylor model, however, results in a markedly larger value of 〈Nact〉. The
values of 〈Nact〉 in the present model is smaller by about 1.0 than that obtained
from the rate-independent model of I.

The above observations will now be interpreted in light of a viewpoint due
to Tomé et al. (1984). This viewpoint maintains that the macroscopic stress-
strain response is determined in part by how the macroscopically imposed
deformation is partitioned amongst grains, and partly by how the deformation
imposed upon a grain is accommodated by the activity of its slip systems.
These distinct contributors to the macroscopic response are presently termed
inter-granular, and intra-granular factors, respectively. Texturing of lattice
orientations, and interactions arising from compatibility conditions between
sub-aggregates represented by sibling nodes in the binary tree, constitute inter-
granular factors in the present model. Latent hardening of slip systems as
described in Sec. 2.2 is the key intra-granular factor in the present model.
Since slip systems in a grain activate and harden in response to the deformation
imposed on it, which in turn depends on the intergranular interactions, the
inter- and intragranular factors are inseparable on the basis of macroscopic
observations of the mechanical response alone. The various binary-tree based
models studied here, H 1 (Taylor), H 5, and H 9 allow us a means to impose
different inter-granular interaction mechanisms, while keeping fixed the intra-
granular factors. They therefore allow separate consideration of the two factors
on the overall macroscopic response.

It is seen from Figs. 6a1, 6b1, and 6c1 that the Taylor H 1 model predicts a
significantly harder response than the true binary-tree based models under all
types of loading: tension, compression, and torsion. From Fig. 8b, however,
it is seen that substantially larger hardening of slip systems in H 1 (Taylor)
simulations compared to that in true binary-tree based (H 5 or H 9) simu-
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lations occurs only in compression. In tension and in torsion, as seen from
Figs. 8a, and 8c, the enhancement of 〈τ〉 in Taylor H 1 simulations compared
to the true binary-tree based H 5 or H 9 simulations is less pronounced than
in Fig. 8b. Together, these observations suggest that the inter-granular factor
dominates in determining the macroscopic response under tension and torsion,
and that the intra-granular factor dominates in determining the same under
compression.

Inter-granular factor dominance in tension also explains the large difference
between the calculated stress-strain response assuming ν

[n] ‖ Z in Fig. 6a2

and the other curves in the same figure: As seen in Fig. 7a the assumption
ν

[n] ‖ Z in Fig. 6a2 contradicts the actual distribution of the interface normals
in a polycrystal under tension, which follows ν

[n] ⊥ Z. However, by the same
reasoning, the compression stress-strain curve in Fig. 6b2 that assumes ν

[n] ‖ Y
must diverge significantly from the other curves in Fig. 6b2. This divergence
is absent owing to the relative unimportance of the inter-granular factor in
compression, and the dominance of the intra-granular factor in compression,
as noted above.

3.2 Texture evolution during plane-strain deformation

RD

RD

RD

RD

RD

RD

TD

TD

TD

TD

TD

TD

a: FC on H 9. max = 5.1

b: RC on H 9. max = 5.0

c: FC on H 5. max = 6.9

d: RC on H 5. max = 5.5

e: FC on H 1. max = 13.3

f: RC on H 1. max = 6.6

Fig. 9. Calculated {111} pole figures after a rolling reduction of 74% from Ng = 256
grain simulations using the present model. Four-fold symmetrization of the pole
figures and the choice of the level lines (0.5, 1, 2, 3, . . . , 13) are done to aid comparison
with the experimental pole figure of Hirsch and Lucke (1988a).

We now turn to the response of the binary-tree based polycrystal to im-
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posed plane-strain deformation. Full constraints (FC) deformation refers to
the boundary condition wherein the velocity gradient

[L[r]]XY Z =












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1 0 0

0 0 0

0 0 −1


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





, (66)

is imposed upon the root node r of the binary tree. Relaxed constraints (RC)
refers to the boundary condition

[L[r]]XY Z =






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1 · ·
0 0 0
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
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, (67)

wherein the components L
[r]
12 and L

[r]
13 are left unspecified, but the correspond-

ing stress components σ12, and σ13 are set equal to zero (Honneff and Mecking,
1978). We note from Eq. (66) that the rolling, transverse, and normal direc-
tions are parallel to the X, Y , and Z axes, respectively.

Fig. 9 shows the textures calculated after 74% rolling reduction. As seen from
Fig. 9 (a-d), all four true binary-tree based models subjected to either FC or
RC loading result in a similar end texture with a peak intensity that is com-
parable to the experimentally observed (Hirsch and Lucke, 1988a) final peak
intensity of 6, and also to the predictions of the rate-dependent simulations
(n = 20) described in I. Similarity of the end textures of the true binary-tree
based models was seen in the rate-dependent model of I also, suggesting that
the observed insensitivity of the texture predictions to the imposed boundary
conditions is controlled primarily by the inter-granular influence, particularly
compatibility constraints between grains in the present simulations. The FC
Taylor simulation with loading imposed on H 1 over-predicts the texturing
rate by far as seen in Fig. 9e. This is in agreement with the observations of
earlier studies (Leffers, 1975, Hirsch and Lucke, 1988b, Lee and Duggan, 1993).
The RC Taylor simulation with loading imposed on H 1 however, predicts a
peak textural intensity that is comparable to the experimental value, as seen
in Fig. 9f. This agrees with the observation of Honneff and Mecking (1978).

We will investigate the success of the RC Taylor mode of deformation shown
in Fig. 9f further. To this end, Fig. 10 compares the axes of instantaneous
lattice rotation in the binary-tree based model with FC imposed upon H 9

(first row) with RC imposed upon the grains of H 1 (second row) at stages
early in the simulated deformation (first column), and mid-way through the
simulated deformation (second column). Although there are differences in the
intensities of the lattice rotation vectors in the four cases, it is clear that
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TDTD

TDTD

a: FC on H 9. max = 10.3 b: FC on H 9. max = 10.1

c: RC on H 1. max = 13.7 d: RC on H 1. max = 7.7

Fig. 10. Calculated distributions of the lattice spin vector during rolling assuming
imposed FC on H 9 after 6% (a) and 38% (b) rolling reductions, and assuming
imposed RC on H 1 after 6% (c) and 38% (d) rolling reductions. The contours
correspond to 1, 2, . . ..

the lattice rotation vector is predominantly concentrated along the transverse
direction in both cases. This suggests that the paths by which the grains rotate
to the end orientations shown in Figs. 9a, and 9f are similar, as are the final
textures themselves.

The evolution of the sub-structure in the case of the true binary-tree based
models and in the case of the RC Taylor model is also similar. This is seen by
studying the average number of active slip systems 〈Nact〉. 〈Nact〉 does not vary
much over the history of deformation and the values of 〈Nact〉 averaged over
the entire deformation are given in Table 2. It is noteworthy that 〈Nact〉 in the
true binary-tree based models is only slightly larger than that in the Taylor
RC model (H 1). However, fewer slip systems get activated in the present
rate-independent study than in the rate-dependent study of I as revealed by
comparison with Fig. 5 of I. FC Taylor simulation (H 1; Fig. 9e) results in
the activation of more slip systems than that in any of the other models. This
appears to underlie the prediction of excessive texturing in the FC Taylor
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simulation.

Since the relaxation of the L
[r]
12 and L

[r]
13 components in Eq. (66) brings quali-

tative agreement between the peak texture intensities, distribution of lattice
rotation vectors and 〈Nact〉 of the true binary-tree based models and the RC
H 1 Taylor model, we now inquire if the stress-state within grains during
rolling deformation in the true binary-tree based models conforms approxi-
mately to the Taylor RC condition of σ

[k]
12 = σ

[k]
13 = 0, for k ∈ L [r]. To this

end, we define a non-dimensional rolling-plane shear traction parameter, ψ
[h]
12,13

as

ψ
[h]
12,13 =

∑

k∈H [h](w[k]/w[r])

√

(

σ
[k]
12

)2
+
(

σ
[k]
13

)2

√

(3/2)σ[r] : σ[r]
. (68)

Note that the denominator of the right-side of Eq. (68) is the von Mises
stress in the polycrystal. In the case of RC Taylor loading applied to grains,
ψ

[1]
12,13 = 0. The deviation from zero of ψ

[1]
12,13 for the true binary-tree based

models indicates the extent of violation of the RC condition therein.

Fig. 11 shows the rolling-plane shear traction parameter in the binary-tree
based model computed at various heights h in the binary tree. It is evident
that the rolling-plane shear traction factors at the level of the grains (h = 1)
are comparable regardless of the constraints imposed at the root node. Thus,
ψ

[h]
12,13 ≈ 0.2 for h = 1, except when RC loading is imposed upon H 1, in which

case, ψ
[1]
12,13 = 0 by definition. Further, ψ

[h]
12,13 diminishes by the averaging out

of shear traction components about a zero mean with increasing h. Thus the
assumption of Honneff and Mecking (1978), viz., σ

[k]
12 = σ

[k]
13 = 0, for k ∈ L [r],

is not supported by the true binary-tree based models. In other words, the
assumption of null shear tractions in the grains of the RC model of Honneff
and Mecking (1978) overestimates the relaxation of σ

[k]
12 and σ

[k]
13 , for k ∈ L [r],

but in such a manner that the number of slip systems activated in the average
grain is still reasonably estimated, leading to the comparable texture evolution
in the true binary-tree based models and the Taylor RC model.

It is noted that a quantitative comparison of the texture predictions with
experimental textures, or texture predictions by other models has not been
undertaken here, and remains to be performed. Such a comparison must begin
with the measured initial texture, and may either quantify the differences
between two compared textures by an integral over Euler space of the square
of the difference between the two texture intensities as done by Van Houtte
et al. (2004), or by comparing the evolution of the intensity along skeleton lines
of the two textures as done by Engler et al. (2005). Lacking such a quantitative
comparison, it is not possible to judge the quality of the textures predicted by
the present model relative to other models.
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Fig. 11. Evolution of the rolling-plane shear traction factor ψ
[h]
12,13 with deforma-

tion at different heights h = 1, 2, 3, . . . of the binary tree assuming full constraints
imposed upon H 9 (a1), H 5 (b1) and H 1 (c), and assuming relaxed constraints
imposed upon H 9 (a2) and H 5 (b2).

3.3 Computational effort

The rate-independent Taylor model is considerably faster than the rate-dependent
Taylor model of I (with reciprocal rate-sensitivity 20) by a factor of ∼ 15.
Within the class of rate-independent models, the computation times are com-
parable: Tensile simulation of the 256 grain binary-tree based model shown in
Fig. 5 to a von Mises strain of about 1.0 requires 1.2× for loading imposed
on H 5 and 1.9× for loading imposed on H 9 relative to the computer time
required to simulate the same deformation of the same polycrystal using the
Taylor H 1 model. On an ordinary PC with a single 2 GHz processor, wall-
clock computation time for the Taylor H 1 model was on average, 0.00216
seconds per step per grain. This increased to 0.00416 seconds per step per
grain in the H 9 simulation. Computational effort scaling for the binary-tree
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based model relative to the Taylor model for other loading paths are similar.

4 Conclusions

(1) A rate-independent version of the binary-tree based model is proposed.
It is shown that an extension of Taylor’s principle that determines the
activation of slip systems applies to the binary-tree based polycrystal.

(2) The rate-independent binary-tree based model is employed to simulate
monotonic tension, compression, torsion and plane strain deformation
of a copper polycrystal and succeeds in fitting experimentally observed
macroscopic responses. The computation time of the binary-tree based
model is of the same order as that of the classical Taylor model.

(3) Continuity of traction and velocity fields between sub-aggregates repre-
sented by sibling nodes in the binary tree has a significant influence on
the predictions of the model, as evidenced by the markedly different pre-
dictions of the stress-strain response in the true binary-tree based models
and Taylor type models.

(4) The sensitivity of the model to assumptions about the interfacial orienta-
tion distribution, depends on whether microstructural or sub-structural
influences determine the macroscopic response, which in turn, depends
upon the loading path.

(5) The binary-tree based model was used to analyze the success of the Tay-
lor RC model of Honneff and Mecking (1978) in predicting the correct
peak texture intensity after rolling. It is found that the granular stress-
state assumed by Honneff and Mecking (1978) underestimates the rolling
plane shear tractions by assuming them to be zero. Nevertheless, this as-
sumption causes a relatively small underestimation of the number of slip
systems activated in RC rolling simulations compared to the binary-tree
based model and results in comparable end textures predicted by the
Taylor RC model and the true binary-tree based models.
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